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Fairness metrics adopted

Motivation » Statistical parity
* ML models are trained on Acp=|P(HP =1|s =0) = PH = 1|s = 1)
historical data and prone to ,
learn biases:  Equal opportunity
»  GNNs can even amplify that Apo= PP =1ly=1,s=0)—-PF =1y =1,5s = 1)|
discrimination due to the e Overall accuracy equality

topology of graph structures; ~ ~
Aorr=|P(y=0ly=0,s=0)+P[HF =1ly=1,s =0) —

« Onlyafew publications to ~ ~
Y P P($J)=0ly=0s=1)-PH=1ly=1,s=1)

evaluate fairness on GNNs and

none of them consider user * Treatment equality
profiling tasks. A py=1y=0,s=0) pH =1y =0,s =1)
PG =0y=15=0) py=0y=1s=1)
Contributions Experimental results
» Performed two user profiling Sensitive Fairness scores
tasks on real-world datasets by Dataset Label : Model
. ) attribute Agp Ago Aoak Arg
using the two most performing
GNNs in this context; Alibaba gender bin-age CatGCN 0.046 0.147 0-175 068
. . ’ RHGN 0.018 0.133 0.148 0.017
* Assessed disparate impact and CatGCN  0.033 0.050 0.062 0.150
disparate mistreatment with D gender  DI"a8®  pUGN 0009 0041 0054  0.019

four fairness metrics;

 Correlated the different user
profiling paradigms with the Dataset
fairness metrics scores.

Variations in fairness scores Observation 2. Even though RHGN
Asp Ako Aok Arg demonstrates to be a fairer model
Alibaba  0.028 0.014 0.027 0.051 than CatGCN, a debiasing process is
JD 0.024 0.009 0.008 0.131 equally needed for both GNNS.

GNN models analysed
» CatGCN [1]: Graph Convolutional Observation 1. The ability of RHGN to Observation 3. In scenarios where
Network (GCN) model for represent users through multiple interaction the correctness of a decision on the
categorical features; modelling gains better values in terms of fairness ~ target label w.rt. the sensitive
» RHGN [2]: Relation-aware than a model only relying on binary associations ~ attributes is not well defined, or
Heterogeneous Graph Network. between users and items, as CatGCN. where there is a high cost for

misclassified instances, a complete
fairness assessment should always
take into account disparate
mistreatment evaluation.
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