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Abstract The availability of videos is growing rapidly in recent years. Finding
and browsing relevant information which should be automatically extracted
from videos is not an easy task, but today it is an indispensable feature due
to the immense number of digital products available. In this paper, we present
a system which provides an automatic information extraction process from
videos. We show a system solution which uses a re-trained OpenNLP model
to find out all the places and famous people mentioned in the video. The sys-
tem queries the Google Knowledge Graph to get information about related
relevant about Named-Entities like places and famous people. Furthermore,
we present the Automatic Georeferencing Video (AGV) system developed by
RAI (Radiotelevisione italiana, which is the national public broadcasting com-
pany of Italy, owned by the Ministry of Economy and Finance) Teche for the
European Project “La Città Educante” (The Educating City: teaching and
learning processes in cross-media ecosystem) Our system contributes to the
Educating City project providing the technological environment for creating
statistical models for automatic named entity recognition (NER), acting in
the educational field using the Italian language. The presented system has
been used in the innovative learning challenges that the world of education
with media is taking forward showing how is useful education with thematic
newscast with scientific content.
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Keywords Named Entity Recognition · Video Retrieval · Enriching Video ·
Geographic Information Retrieval · Education with Media.

1 Introduction

Today, technology enables teaching to transcend the boundaries of traditional
teaching, opening up new learning opportunities for students.

From smart touch screens to lecture capture technology, new tools have
made learning more flexible and accessible, while uprooting some common-
held ideas of how education works. Nowadays, as stated by Alex Parlour (B2B
Marketing and Communication Manager at Sony Professional Solutions Eu-
rope), 94% of educators recognise the power of technology in improving student
engagement levels. Advances, in particular in video technology, have demon-
strated how new tools can improve students’ engagement, enabling them to
learn remotely or through interactive content. Video technology has played a
key role in meeting expectations of this generation; in fact, 93% of institutions
believe that video has improved student satisfaction 1. Just think of VideoLec-
ture.NET 2 portal, the world’s biggest free and open access educational video
lectures repository, through which teachers, or scientists in general, can share
their lessons or conference talks.

Artificial Intelligence (AI) will increasingly play a key role in the future-
proofing of video tools. One of the most active fields of study in this sense is
certainly the Video Retrieval, that aims to retrieve a set of videos as a result
of queries performed by text, images or even other videos. Determining the
content of the video is even more important if you want to use the videos to
deliver that content for learning. Identifying places and famous people who
are protagonists in a video can be a very useful activity to consider it suitable
for education.

In order to select the appropriate video, which corresponds to the text
query, an important part is acted by text extraction: video-text extraction is
identified as one of the key components of the video analysis and retrieval
system [1]. Such extraction of textual information can be carried out with
a combination of Speech Recognition and Named-Entity Recognition (NER)
processes. The aim of a Speech Recognition system it to make a machine able
to “hear, understand, and act upon spoken information” [2]. NER is usually
defined as the extraction and the identification as well as the classification of
information about people, locations, and several other entities within docu-
ments [3]. Although in the related literature there are many important studies
about NER [4,5], works on real data are limited [6–8]. Furthermore, in order
to perform at their best, NER systems need well-structured texts (including
punctuation) and without orthographic errors [9]. This field is today still under

1 https://www.avinteractive.com/features/comment/ai-technology-can-impact-in

spire-students-higher-education-22-10-2019/. Last seen October 7, 2020.
2 http://videolectures.net/. Last seen October 7, 2020.
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Enriching Videos with Automatic Place Recognition in Google Map 3

research and most of efforts are made for English text, making it quite diffi-
cult to deal with other languages. In our case, major contributes come from
EVALITA3, a periodic evaluation campaign of Natural Language Processing
(NLP) and speech tools for the Italian language.

The huge amount of videos owned by RAI (or Radiotelevisione italiana,
which is the national public broadcasting company of Italy) inspired a number
of projects having the objective of contributing to innovation in teaching. The
European Project “La Città Educante” (“The Educating City: teaching and
learning processes in cross-media ecosystem”) aims to help the creation of a
novel education model based on the reciprocity of the involved parties, i.e. an
educator is also educated in the very act of teaching.

In this paper, we present our contribution to the project, the Automatic
Georeferencing Video (AVG) system, that is the realisation of a video re-
trieval framework that exploits information about people and places extracted
with automatic speech recognition transcriptions and enriched with geographic
data. Results are obtained performing spatial queries. This system, developed
by RAI Teche4, is freely available for every Italian teachers who request ac-
cess5.

The main focus of our work is about “mentioned entities” (people or
places), instead of “recorded entities”. A user can select a city or, more gen-
eral, an area on the map, and look at all the videos in which that place is
mentioned by the speaker or in which famous people related to that city are
mentioned. Effective and comprehensive annotations are needed in order to
quickly and easily access those contents. For our purpose we decided to use
NER and Google Knowledge Graph enrichment for the geolocalisation of the
videos. In the presented paper, we show result about a case study on videos
from TGR Leonardo, the RAI newscast focusing on Science and Environment.

The paper is organized as following: in Section 2 we describe the state of
the art related to several different fields including Geographic Information Re-
trieval, Named-Entity Recognition, Speech Recognition, and Video Retrieval.
In Section 3 we describe the approach and architecture of our system explain-
ing all details related to the three phases used to extract entities from the
videos. We apply the idea of using AI in education in a real case study. In
Section 4 we explain how thematic newscast can be used for building linkage
between the formal and informal learning contexts. We show how it is possible
to significantly reuse existing videos to provide a more engaging way of teach-
ing. Finally in Section 5 we draw the conclusions and present open problems
and the future work.

3 http://www.evalita.it/. Last seen October 7, 2020.
4 http://www.teche.rai.it/. Last seen October 7, 2020.
5 https://almacloud.inet2.org/GeoreferencingProject-1.0/index.html
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4 Francesca Fallucchi et al.

2 Related works

Digital contents is becoming important in all fields: from domestic use to indus-
try, from health care to education, from library to television channels. A huge
number of contributions are describing how for example advances in the smart
environment monitoring system [10] opening up related information retrieval
problems from classification of environmental sounds [11] to image registra-
tion [12] or to the accurate indoor localization of people visiting a museum or
any other cultural institution [13]. Improving the quality of education through
the diversification of contents and methods and promoting experimentation,
innovation, the diffusion and sharing of information is another example of a
domain where digital content can make its contribution. This area has inspired
our work.

In this paper we propose the automatic recovery of the places and people
mentioned in videos using geospatial queries. This research involves well-known
research areas in its process: Speech Recognition, Video Retrieval, Named-
Entity Recognition, and Geographic Information Retrieval as we detailed in
the following.

Speech Recognition (also known as Automatic Speech Recognition or,
Speech-to-Text) is a particular pattern recognition case. Nowadays, most of
the state-of-the-art speech recognition systems are developed by company as
Google, IBM, or Amazon and used in their voice assistant software and are
generally based on a combination of dense and convolutional Long short-term
memory (LSTM) [14,15]. Open source speech recognition software solutions
have limitations [16] and one challenge in automated speech recognition is
to determine domain-specific vocabulary [17]. Especially in newscast where
new names occur frequently. That’s why in our system we preferred a RAI
proprietary solution, with a domain-specific vocabulary, that works well on
our newscast videos corpus.

During the last two decades many studies have been performed concerning
state-of-the-art methods and applications in Video Retrieval [18–21]. The
aim of this field is to retrieve a set of videos related to a specific multimedia
or natural language query given in input to the system. More recently, with
the spread of deep learning techniques, works are focusing on natural language
video retrieval [22–24], on learning joint text-video embeddings [25,26], and
on retrieving specific portion of a video from a given text query [27,28].

In the context of extraction and identification, as well as classification, of
information about people, locations, and several other entities within textual
documents Named-Entity Recognition (NER) plays a crucial role [3]. In
most languages, there is only a very small amount of labeled datasets usable
for supervised learning models, and these systems are strongly anchored on
manually annotated corpora yet [29]. For NLP and NER research on Italian
language, great results are obtained from EVALITA, whose aim is “to promote
the development of language and speech technologies for the Italian language,
providing a shared framework where different systems and approaches can be
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Enriching Videos with Automatic Place Recognition in Google Map 5

evaluated in a consistent manner”. Significant works on NER tasks are made
in any edition of this biannual campaign [30,31].

When there are entities about places, their location is crucial. Geographic
Information Retrieval (GIR) is generally considered as the specialization
of Information Retrieval (IR) and Geographic Information Systems (GIS) that
provide access to georeferenced information sources [32]. In the same paper,
Larson defines spatial queries (also known as geographic queries or geospa-
tial queries) as type of queries with spatial relationships to entities geometri-
cally defined and spatially localized. GIS are available to common users only
since last fifteen years with Google and Microsoft that introduced, in 2005,
the most used on-line GIR services, i.e. respectively, Google Maps6 and Live
Search Maps (today Bing Maps7). The huge growth of Internet and avail-
able data lead to many possibilities for GIR research and applications, such
as georeferenced media or geotagged pictures posted on social networks. Two
comprehensive surveys [33,34], in addition to outline progress and challenges
in spatial search, highlighted significant aspects of GIR systems: storing and
browsing georeferenced data, mining semantic information from geographic
data, and discover geographic location of pictures. In the last years, efforts
about GIR systems have been made on extracting spatial information from
the internet searches of users and from social media [35], and on integrating
heterogeneous data sources to develop efficient multimodal systems [36].

3 Our Approach and System Architecture

In the following, we present our approach and the related architecture, which
allows the automatic information extraction of Named Entities from videos.
The implemented system is very complex and the main goal is to realize an
annotated corpus which relies on a real dataset of raw videos. Therefore, the
process starts with the video processing, extracting the text and recogniz-
ing the entities, then validating the results and presenting them with a user
interface. We extract the related metadata associated to the videos using 5
components show in Figure 1. The first is the FFmpeg8, a standalone library,
which is able to extract audio from video. We use Ants [37], a speech recog-
nition system developed by RAI, to obtain transcripted information which
has been uploaded. On the extracted text we use Apache OpenNLP9 for
processing the named-entities and for providing them as a solution for fur-
ther use. After that, the system queries the Google Knowledge Graph to
get information about related relevant entities extracted. At the end, the user
interface Automatic Georeferecing Video (AGV) shows the video with
the extracted relevant information. AGV consists in a web service where with

6 https://www.google.com/maps. Last seen October 7, 2020.
7 https://www.bing.com/maps. Last seen October 7, 2020.
8 https://ffmpeg.org/. Last seen October 7, 2020.
9 https://opennlp.apache.org/. Last seen October 7, 2020.
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6 Francesca Fallucchi et al.

Fig. 1 Automatic Georeferecing Video (AGV) system architecture

a customized Google Map is possible to find places, cities, person which are
mentioned in the video.

The process has three main phases: pre-processing phase, enrichment phase,
presentation phase. In the pre-processing phase we extract both video and au-
dio files. Then, we can extract text from speech and it presents as output a
file XML in AVDP schema. They will be the input of the enrichment phase
for the OpenNLP module, that extracts entities using its NER algorithms. In
order to have each entity repeated once, multiple instances of the same entity
are collected in a single object containing all the different timestamps indicat-
ing the position where the entity is mentioned in the video. The timestamp
array will be used to perform the seek on the video played in the user inter-
face. Each entity is enriched using Google Knowledge Graph API10, to get:
a representative image for the entity, a brief description, and the Wikipedia
URL. Only for entities regarding places, we also retrieve information about
their geolocalization, i.e. latitude and longitude. Finally, in the last phase we
save data in a PostgreSQL11 database and show to user on demand using a
user interface. More details related to each phase are given in the following
subsections: pre-processing phase (section 3.1), enrichment phase (section 3.2),
presentation phase (section 3.3).

3.1 The Pre-processing Phase: the NE extraction

In the pre-processing phase we extract relevant content from the video. The
pre-processing phase could be split in 3 actions: Extracting audio from video
using FFmpeg (section 3.1.1), speech recognition and validation phase (section
3.1.2), the creation of AVDP files using Ants and the usage of OpenNLP to
get entities in video (section 3.1.3).

10 https://developers.google.com/knowledge-graph. Last seen October 7, 2020.
11 https://www.postgresql.org/. Last seen October 7, 2020.

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



Enriching Videos with Automatic Place Recognition in Google Map 7

3.1.1 Extracting audio from video phase

In order to recognise entities from video we must first extract audio signals
from video. FFmpeg is a complete command line system for this purpose and
let us record, convert and play audio and video files.

Please note that sometimes the video file may be missing the audio track.
In this case our system will not be able to find the entities. For our experi-
mentation, we have used only the mapped audio tracks-videos information.

3.1.2 Speech Recognition and Validation Phase

In this phase we extract the text from the audio files and we create AVDP
files using Ants. The output text from Ants has the AVDP schema, because
it is simple to integrate for producing a good input file for the OpenNLP
API. The Ants controls waveforms for audio track, identifies the video scene
changes and associates the sentence to the scene. Both audio and video files,
returned by FFmpeg, are used as an input for Ants, which returns an XML file
containing the mentioned words. By Ants we can obtain a text with sentences,
speakers, video shots, with the related timestamps. The output format respects
the AVDP schema, which is part of the MPEG-7 standard. The Ants system
can understand sound and returns it as a text in a transcripted file extracted
from the audio stream. Different transcription errors may emerge during this
process. Some examples are described in the following:

– Two or three words could be merged to one due to the too fast speech
recognition;

– Organization names cannot be recognized because the system does not
include them, because they are too new (it was created in years were these
organization did not exist);

– Organization names cannot be recognized because the name of the organi-
zation has another name in Italian than the original one;

– The end of a phrase can not be recognized because there aren’t:
– the correct speaker’s tone, or
– the correct timing for punctuation elements (it happens often in flash

news);
– The recognized person can not be recognized because it is too similar or

related to a city (for example Leonardo Da Vinci)

For these reasons we use a manual validation phase to remove errors, made by
a domain experts team.

3.1.3 Entity Extraction and integration in Apache OpenNLP

The last operation necessary for concluding the pre-processing phase is the
entity extraction. In this last phase we identify specific information, the entities
in the sentences extracted from the audio files and save them in a file XML
in AVDP schema after it has been cleaned up by errors as described in the
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8 Francesca Fallucchi et al.

previous phase. We use the NER package of OpenNLP API to perform the
task. In our work, due to the project requirements, we denote as valid entities
regarding places (including every point of interest, not only cities) and people.
After obtaining the entities from the developed service named EntitySearcher,
we must remove duplicate entity and we use the developed service named
JsonEntityCreator to merge the entities into a single Java object. For each
entity, a set of timestamps will be created. The array of timestamps is used to
perform the retrieval process on the video played in the user interface. For each
entity, we send a query to the Google Knowledge Graph. The Google service
creates a series of nodes related to the performed search. To improve NER
we re-train an OpenNLP-based model. We first used an OpenNLP module
without training, but it did not recognize any italian texts. For this reason,
we created several examples for places using transcripts obtained from the
previous phase. The OpenNLP system has a particular syntax, as we can see
in dedicated site. An example of an input text is given in the following:

Alla metà del 500 <START:person> I Medici <END> erano una casata
andata in estinsione. L’ultima erede era <START:person> Caterina dei
Medici <END>. Ella costrùı la sua Dimora a <START:place> Parigi
<END>. Quindi andò a <START:place> Venezia <END>.

As we can see we have start and end tags. With this tags OpenNLP un-
derstands which are the entities to be used:

– Persons
– I Medici
– Caterina dei Medici

– Places
– Parigi
– Venezia

Then, we create also a wrapper for the OpenNLP response. This wrapper
gets a text as an input and returns a JSON array object. In the following we
reported an extract of JSON referred to the previous example:

[
{

” e n t i t y ” :” Giovanni ” ,
” from ” :11 ,
” tag ” :” person ” ,
” p r o b a b i l i t y ” :0 .87728355595

} ,
{

” e n t i t y ” :” Aosta ” ,
” from ” :41 ,
” tag ” :” p lace ” ,
” p r o b a b i l i t y ” :0 .94728355595

}
]

Each JSON object presents an entity enriched by the OpenNLP model.
For each entity we can see the following keys:
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Enriching Videos with Automatic Place Recognition in Google Map 9

Fig. 2 Sequence diagram for Speech Recognition and validation phase.

– Entity represents name entity
– From represents index from entity starts in text. In our example, we can

see Giovanni after eleven characters
– Tag could to have two choices:

– person if the entity is a person
– place if the entity is a place

– Probability. In this work we use a statistical model which included probabil-
ities for every categorized word. We consider only entities with probability
higher than 0.7.

In Figure 2 it is reported the sequence diagram to create JSON with entities
related to the video file.

3.2 The Enrichment Phase: Google Knowledge Graph and Validation

The enrichment phase consists in using the queries of the Google Knowledge
Graph to get some information about entities identified in previous phase.
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It is clearly possible that errors occur due to NER and Google Knowledge
Graph. For this reason at the end of this phase we insert also a validation
phase. It allows correcting possible problems on the entities generated by the
two previous processes before the information is displayed in the presentation
phase. In the rest of the section, we first introduce how we enrich entities using
Google Knowledge Graph API (section 3.2.1) and then how we create a user
interface to allow manual validation for domain experts (section 3.2.2).

3.2.1 Enrichment using Google Knowledge Graph

After the NER process, the Google Knowledge Graph is used to enrich, with
the additional information, the entities extracted from the video. As first step
of this phase, we extract the timing where each word related to the entity is
used in video. So, we obtain an array sorted by the timing for each entity rec-
ognized in extracted transcript text. After the assignment of the timing, we use
Google for searching for an entity. In this phase, we could encounter some am-
biguity errors. We solve this ambiguity errors querying Google only for places
and people. Other ambiguity issues are solved in the validation phase (section
3.2.2). In order to discover some information about entity, we used a query like
this insert in the following URL: https://kgsearch.googleapis.com/v1/

entities:search?query=celine+dion&key=API_KEY&limit=1&indent=True.
With this query we retrieve the results from the Google Knowledge Graph
search for the relevant entities. For instance, we specify the query “Celine
Dion” and we use an API KEY. We add some parameters to limit the speci-
fication and retrieve only 1 result. Using indent parameter, we are specifying
we would an indented response. Google Knowledge Graph returns a JSON-LD
response like this:

{
”@context ” :{ some goog le context in fo rmat ion } ,
”@type ” :” i t emLi s t ” ,” itemListElement ” :

[
{

”@type ” : ” Ent i tySearchResu l t ” ,
” r e s u l t ” :
{

”@id ” :” kg : /m/01cwhp” ,
” image ” :
{

” contentUr l ” : ” https : // urlImage ” ,
” u r l ” : ” https : // urlImageWikipedia ” ,

} ,
”name ” :” Ce l ine Dion ” ,
”@type ” : [ ” person ” ] ,
” d e s c r i p t i o n ” :” Canadian s i n g e r ” ,
” d e t a i l e d D e s c r i p t i o n ” :

{
” l i c e n s e ” : some in fo rmat ion l i c e n s e ,
” u r l ” : ” https : // wik iped iaUr l / Cel ineDion ” ,
” a r t i c l eBody ” :” some in fo rmat ion ”

} ” r e s u l t S c o r e ” : 2793 . 68
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Enriching Videos with Automatic Place Recognition in Google Map 11

}
} ,{ another r e s u l t f o r s t r i n g searched }

]

Note that we could have more result for a search query because, for example,
we could search using only surname, thus Google will retrieve us all famous per-
sons having this searched surname. In the JSON-LD we see these information:
some information for Google, information regarding image related entities,
complete name of the searched entity, type of the entity (google knowledge
graph uses a lot of type of entities), the page where we can find information
about the entities, a brief description of the searched entity, and result score,
a score indicating how much this entity is pertinent for our search. High score
means high pertinence. In our case, for example, a place has a JSON with
coordinates. Using a JSON-LD for place type, we could geo-reference a video
because, from a word place, we can save in our database a point with its coor-
dinate. We use this coordinate point to retrieve a video and drawn a rectangle
in the user interface. After we retrieve information of an entity presented in
each video, we can create a JSON for each video saved in our repository. In
this JSON we can recognize some information for the video such as: the path
where video is saved, an image representing video, the video’s id in database
where we can see video information, a JSON with two arrays: one for people
information and one for place information. Examples of information are: an
URL, the entity name; an image, the timings where the speaker pronounces
the entity, a brief entity’s description. Only for the place entity, latitude and
longitude where place is located. This JSON is returned and saved in database
and it is used to show information for places and people in the player’s layers,
show in Figure 4.

3.2.2 Validation of the entity and its enrichment

Before showing the data to the user, we perform the validation of the entities
and their enrichment. In this phase the errors due to NER and the enrichment
due to Google Knowledge Graph API are solved. This is the most important
phase, because it ensures that only real and correct entities will be shown
to the end user. In this phase you will not discover new entities, unless they
are part of the time slot of an incorrect entity. For example, if the system
failed to retrieve the entity, it will be lost and you won’t be able to find
it. If the software has recovered an incorrect entity in a certain time slot,
then the human validator can modify it appropriately. Let’s suppose that the
software has recovered the character Pope Francis, while in the video we talked
about Francis of Assisi. In this case, the validator will notice that the wrong
entity has been found and will perform the correct steps in order to eliminate
the false positive, replacing it with the correct entity. At this stage, a user
interface will propose to the validator an entity detected by the component.
The validator will confirm if the entity has been detected correctly and will
save it in the database or modify the entity. When the validation phase is
finished and therefore all the entities will have been validated manually by
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the validator, then we will proceed to the editing phase of the JSONs related
to the videos. In this phase, for each video, you will check which entities are
connected to it and which timestamp each entity has. So, we will create the
new JSON as it was previously presented in this document. For the validation
phase we used the validator object. We developed a dedicated user interface
for this purpose. The user interface for the validation of people is shown in
Figure 3. In it you can view from top to bottom and from left to right button
to approve the person in the video, button to discard the person, button to
change the person, information concerning the person taken into consideration,
etc.. By clicking on the green button on the top banner you will evaluate a

Fig. 3 User interface to validate a person

person as valid. It will express the correct relationship between the one said
in the video and the entity detected by NamedEntitySearcher. In addition,
all initialized fields will be considered valid. For example, the button will be
clicked when the entity Francis of Assisi is pronounced in the video and all
the fields on the left of the interface are correctly initialized. By clicking on
the red button we’ll discard the person-type entity. The button will be clicked
when no person type entity has been listed in the proposed time interval. This
could happen due to ambiguities. An example could be the pronunciation of
the words Santa Maria. In this case maybe in the video you are referring to
the location in California, while our NamedEntitySearcher may have detected
the entity Maria, the virgin of the Catholic religion. By clicking on the blue
you will be able to manage the person to be validated. The click on this
button will be done when the proposed entity is really a person, but maybe it
has not been correctly initialized by our system. In a similar way, the human
validator correct errors in places. We use this validation phase also to create
an annotated corpus that can be use to train again the neural network to
recognize the entity and to to measure system performance.
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3.3 The Presentation Phase: the User Interface

The presentation phase simply shows in a user interface entities with informa-
tion obtained in previous phases. In this section we will show how we present
the data extracted from video and enriched with previous phases. This compo-
nent was developed for supporting the users (i.e. students, university professors
and teachers) in recognizing places in videos. This component allows you to
show video about a city and to present them in Google maps. So, with our
system we can search, e.g. “Milano” and see all videos related Milano. Fur-
thermore, we could find out which persons are relevant given the searched city.
This is what we consider as a Geo-referencing video task. In this paper we use
four objects given from Google maps:

– DrawingManager, for drawing a rectangle on the maps
– Searchbox, for searching a city on maps
– Pegman and Google Street View function, to view street and places as

some image and walk on street like we are in this place
– Marker Place, to marker where the place is on maps.

All is presented using the Google Maps system and integrated in our system
(Figure 4).

Fig. 4 Google Maps Objects in our system

We can see that on the left of Figure 4 buttons are used for visualizing
the map. These buttons just present maps in different ways: satellite and

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



14 Francesca Fallucchi et al.

cartographic maps. On the up-center we can see a drawing manager, which is
able to draw rectangles on the map and a button with hand to move maps
inside. In the right up corner, we have a searchBox, which can be used to easily
change position on the map. Last but not least, we can see the pegman icon
to start the street view process. When we draw a rectangle on the maps in
our system, the user interface shows the videos describing the related places
in rectangle area using a markerPlaces and clusters markerplaces. Clicking on
a markerPlace the videos are started and the user can hear information about
the related places. We can see how many occurrences are available for the
places presented in the video. We can click on this result image to show video
loaded in player which has been designed proprietary by our company. In our
example we have just 1 occurrence for the city “Pavia” in the video. So, in
the previous step, a user drew a rectangle around Pavia location and this is
the resulting video. The player has two layers: the people and places layers.
Clicking the places button, the user can see detail of the city of interest.

Fig. 5 Places layer with the information related to the cities in the video

Figure 5 shows the work of the layer. In this layer we see, on the left side
a list of places found in video we are playing. Zooming in place layer, we
can see Information related to the cities in the video, such as: representative
place images, markerplace on the map, brief place’s description, link for a long
place’s description, and buttons to go previous and next timing where speaker
says about selected place.
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4 Case Study: Leonardo TGR RAI video

In the previous sections we described the proposed system, which extracts,
enriches and shows information in videos. In this section we present the per-
formance evaluation of this system on a real case study. It supports users with
an innovative technological tool allowing the linkage between the formal and
informal learning contexts.

For this aim, we created a dataset using more appropriate scientific con-
tents in order to respond to the “La Città Educante” project that inspired the
system. Then, we extracted randomly 10 minutes for each video of Leonardo
TGR dataset. Leonardo TGR is a thematic newscast12, which combines atten-
tion to current events with rigorous documentation and in-depth analysis and
for this reason it provides a unique experience in Europe. Among the topics
covered there are not only science and technology, but also health, environ-
ment, economy and society. In this way we created a video collection with
scientific contents, that are more appropriate to respond to the considered
project. To test our system we restrict the analysis on two entities person and
places. In order to extract the geolocalization information on the corpus of
videos, we produce two different neural networks: one for person (PER) and
one for places (LOC). Then, we used the same extracted text (i.e. the tran-
scription) as input, but with different training datasets. The training set was
created as we discussed in previous paragraphs thanks the human domain ex-
pert validation, that manually annotate video corpus using a customize user
interface (see section 3.3). In the transcripts we removed punctuation and used
uppercase. The NER process was measured in term of precision. We do not
calculate recall performance because it is too time consuming. For recall we
need a human to read all transcripts and so he needs to count number of
entities recognized from our system. For our purpose we need a high preci-
sion of the categorization, since it is important to have that all name entities
recognized from system are correct (i.e. pertinent to the topic) rather than
increasing the irrelevant entities. In the analysis, our dataset is composed by
6600 videos taken from Leonardo newscast. Each video has a time of about
10 minutes and we transcript it using Ants. This dataset is randomly divided
in four subsets, choosing for each transcript a random subset. Experimentally,
this number of subsets is the right trade-off between number of samples and
number of examples. The precision for each subset was manually evaluated
counting occurrences. It can happen the following cases:

– Correct identification and classification: entities are correctly identified in
the text and they are classified in the correct category, too. For example
the name entity “Celine Dion” is placed in the person category (instead of
Place category);

– Correct identification but incorrect classification: entities are correctly iden-
tified in text but they are placed in a wrong category. For example “Celine
Dion” is placed in the Place category;

12 https://www.rainews.it/tgr/rubriche/leonardo/
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Tot Errs Category Errs Tot Errs
Dataset 1

LOC 2564 8.46% 1.64% 10.1%
PER 1056 22.9% 1.42% 24.3%

Dataset 2
LOC 795 8.93% 0.25% 9.18%
PER 292 28.4% 0% 28.4%

Dataset 3
LOC 1081 11.1% 1.11% 12.2%
PER 958 29.0% 1.15% 30.1%

Dataset 4
LOC 1297 8.56% 0.62% 9.18%
PER 539 26.9% 0.37% 27.2%

Table 1 Errors in retrieval of entities in video (persons and places).

– Incorrect identification: entities are identified incorrectly in text. For ex-
ample “Paris” is placed in person category.

The results of errors are reported in Table 1. In the first column we report
NER for person (PER) and NER for places (LOC). The column Tot reports
the total number of occurrences identified by our automated system. Errs
is the percentage of the number of incorrect identifications, while Category
Errs is the percentage of the number of correct identification but incorrect
classification. Finally, Tot Errs is the percentage of the of total errors (i.e.
the sum of incorrect identification occurrences and the occurrences of correct
identification but incorrect classification).

In the following evaluation we focus on the precision because the evalu-
ation of the recall would require too much effort for the annotators since to
annotate 10 minutes randomly extracted from 6600 videos 4 persons were em-
ployed for 8 hours a day for 4 months. The results for precision are reported in
Table 2 where in the first column, as for the previous table, we distinguish be-
tween predictor for person (PER) or places (LOC). The other columns are: the
precision for identification process (Precision), the precision for classification
process when it is correctly identified (Category Precision), and the overall
precision (Total Precision), respectively. The overall precision is a measure of
the identification precision and the classification precision. We consider the
recognized name entity as statistically independent even in case we have more
occurrences of the same word in the same transcript text. For our purpose, it is
correct, because identification and classification work on the context analysis
and not within a vocabulary. We can see that the precision obtained is the
similar for each dataset. It means that the four annotators worked in same
way.

The precision of the categorization for each dataset is between about 70%
and 91%, which is more than double compared to a random classification
process characterized by uniform probability distribution.
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Precision Category Precision Total Precision
Dataset 1

LOC 91.54% 98.36% 89.90%
PER 77.08% 98.58% 75.66%

Dataset 2
LOC 91.07% 99.75% 90.82%
PER 71.58% 100% 71.58%

Dataset 3
LOC 88.90% 98.89% 87.78%
PER 70.98% 98.85% 69.83%

Dataset 4
LOC 91.44% 99.38% 90.82%
PER 73.10% 99.63% 72.73%

Table 2 Precision in retrieval of entities in video

5 Conclusion

Nowadays, advances in technology allow improving traditional teaching, open-
ing up new learning opportunities for students. In this paper we proposed a
complete system to extract and localize entities within videos and to enrich
them for the teaching purposes.

The experimental results obtained are encouraging when we compare our
work with the state of the art. In fact, we demonstrate the feasibility of the
proposed system in its possible use within the project defined by the MIUR13.
In particular, the identification of places is the category with the best recog-
nition precision, which is about 90% for all considered datasets. Then, the
proposed system can provide useful information for georeferencing applica-
tions, visualization on maps or analysis/sharing of information related to the
territory. Furthermore, the extraction and recognition of entities can be used
for the automatic extraction of metadata used by indexing and research ser-
vices in which named entities have particular relevance, such as for example
a library, in which the search by authors can be fundamental for comparisons
between multiple authors.

In conclusion, we have shown the successful implementation of our system,
which can be seen as a creative and innovative educational system with media
approach, where the educator is also educated and his own knowledge takes
shape in the act of educating. Our system is free and can be used as an aid to
learning techniques adopted nowadays by the MIUR. Innovative teaching and
learning models are required to replay the actual market request. Just think
of this lock down period where only this type of innovation has and will be
able to make the step of quality.

13 The Ministry of Education, University and Research (in Italian: Ministero
dell’Istruzione, dell’Università e della Ricerca or MIUR).
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