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ABSTRACT
Despite the existing skepticism about the use of automatic systems in contexts where human
knowledge and experience are considered indispensable (e.g., the granting of a mortgage, the
prediction of stock prices, or the detection of cancers), our work aims to show how the use of
explainability and fairness techniques can lead to the growth of a domain expert’s trust and reli-
ance on an artificial intelligence (AI) system. This article presents a system, applied to the context
of loan approval processes, focusing on the two aforementioned ethical principles out of the four
defined by the High-Level Expert Group on AI in the document “Ethics Guidelines for Trustworthy
AI,” published in April 2019, in which the key requirements that AI systems should meet to be
considered trustworthy are identified. The presented case study is realized within a proprietary
framework composed of several components for supporting the user throughout the management
of the whole life cycle of a machine learning model. The main approaches, consisting of providing
an interpretation of the model’s outputs and monitoring the model’s decisions to detect and react
to unfair behaviors, are described in more detail to compare our system within state-of-the-art
related frameworks. Finally, a novel Trust & Reliance Scale is proposed for evaluating the system,
and a usability test is performed to measure the user satisfaction with the effectiveness of the
developed user interface; results are obtained, respectively, by the submission of the mentioned
novel scale to bank domain experts and the usability questionnaire to a heterogeneous group
composed of loan officers, data scientists, and researchers.

1. Introduction

The ability to predict the occurrence of certain events in
advance has always been a critical factor in the financial
and banking fields (Board, 2017; Heaton et al., 2016). An
estimation of the risk associated with the granting of a loan
by a banking institution requires deep expertise and long
experience on the part of loan and credit officers exploiting
information related to the customers, concerning their per-
sonal data, financial situation and credit history, as well as
the entity of the specific request made. Quoting the study of
DataRobot (2019), “Today, you would be hard-pressed to
identify a line of business or function in a bank that does not
have multiple needs for predictive analytics” and the amount
of data required for the predictive analysis in money lend-
ing, to which past information about granted loans must be
added, make this one of the most interesting application
fields for artificial intelligence (AI) techniques of the whole
banking sector.

In recent years, machine learning (ML) models have
been used to predict stock prices (Hagenau et al., 2013;
Schumaker & Chen, 2010), to identify the presence of can-
cers (Hirasawa et al., 2018), or as in the case study presented
in this article, to decide whether to grant a loan to bank

customers (Arun et al., 2016). Given the specific field of
application, the risk associated with the prediction being
computed may vary significantly. As reported in several
studies (Goebel et al., 2018; Holzinger et al., 2017), although
AI systems are equaling, or even exceeding human perform-
ance, in many fields, their use is still viewed suspiciously
and the human experience is considered irreplaceable
(Jarrahi, 2018). There are contexts where understanding
motivations leading to a specific result is more important
than the result itself, and it is crucial to be able to under-
stand the reasons why a prediction was made to build trust
in the decisions taken by a model. Trust is one of the key
factors that influence the adoption of ML techniques inside
high-risk applications and brought about the rise of the
fields of study called explainable artificial intelligence (XAI)
and responsible artificial intelligence (RAI).

Due to this ubiquity, concerns are starting to arise about
whether the development of AI systems, and the decisions
made by them, should be based on a set of ethical principles
to promote transparency, social equity, sustainability, and
avoid social injustices. In particular, considering our case
study on automatic predictions in loan approval processes,
several critical elements in the European law have to be taken
into account when individuals are assessed by such an
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algorithm (Commission, n.d.; Goodman & Flaxman, 2017):
their rights to not be subject to an automated decision in the
first place, their right to get an explanation of the decision
and their right to non-discrimination. As well-reported in the
article written by Angel Perez for 2021.AI, “Fairness in
Machine Learning,”1 ML practitioners should develop models
that, by design, take care of possible discriminations and that
are explainable to users, requiring high transparency and
reproducibility throughout the whole ML workflow.

A significant contribution in this direction has been pro-
vided by the High-Level Expert Group on AI (AI-HLEG,
2019), appointed by the European Commission, that pre-
sented the document “Ethics Guidelines for Trustworthy
Artificial Intelligence.” As the guidelines’ authors note, the
concept of trustworthy AI is made of three main compo-
nents: compliance with existing laws and regulations (lawful
AI); alignment with society’s ethical principles, even in those
situations in which no regulation has been developed yet
(ethical AI); robustness both from a technical and social per-
spective to avoid incorrect behaviors that may cause unin-
tentional harm (robust AI). The AI HLEG group identifies
four ethical principles that must be satisfied for an AI sys-
tem to be considered trustworthy: respect for human auton-
omy, prevention of harm to other human beings, fairness of
the AI system’s decisions, and explicability of the outcome
of an AI system.

According to the guidelines, AI systems should provide
clear explanations for their outputs, and the way a system
interacts with a user should never be interpreted as though
the decision were made by a human rather than a machine.
Explainable AI has been defined by Gunning (2017): “XAI
will create a suite of machine learning techniques that enables
human users to understand, appropriately trust, and effect-
ively manage the emerging generation of artificially intelligent
partners.” Extending this concept to include principles like
fairness, we can refer to responsible AI, the definition of
which has been provided by Dignum (2018, 2019):
“Responsible AI is about human responsibility for the develop-
ment of intelligent systems along with fundamental human
principles and values, to ensure human flourishing and well-
being in a sustainable world.”

Within the AI community, the debate about the need for
explainability is very heated. For instance, G. Hinton consid-
ers the constant search to explain how an AI system works
a “complete disaster” (Simonite, 2018). Our point of view is
opposite to that, and according to Miller (2019b), we con-
sider explainability significant for two main reasons: trust,
because people cannot just read some statistics about the
model performance and believe a decision is correct, and
ethics because we have to prove that a developed system is
not producing discrimination of any kind. Thus, a successful
XAI, or more specifically, RAI system, must relate to social
sciences (Miller, 2019c). The evaluation of explainable user
interfaces (UIs) is another crucial topic. Even though the sat-
isfaction of users interacting with systems providing explan-
ations (in contrast with systems without them) can be seen
as an easy and predictable outcome, we believe a concrete
evaluation is always needed, especially in the domain where

dealing with explainable UIs is not a daily routine. Our
claim is also supported by some evidence in literature:
Millecamp et al. (2019) showed that in certain contexts and
for specific users, explanations could even create a lack of
confidence in the system; Wang et al. (2022) showed that
users could prefer a biased model instead of an unbiased
one, in case of the lack of proper result explanations.

Linked to explainability and ethics is the concept of fair-
ness. The capability to understand how a prediction was
made can help expose the ML model’s discriminatory behav-
ior, thus allowing detecting and mitigating biases deriving
from the examples provided by humans as the foundation
on which these models are built. As a result, predictions
made by these systems may favor a majority group over
some minorities.

In this regard, a canonical example comes from the
COMPAS2 algorithm, which several courts use in the U.S. as
a risk assessment tool to estimate the probability of a person
committing another crime. Based on the algorithm predic-
tion, judges use COMPAS to decide whether to release an
offender. An analysis published by ProPublica (Angwin
et al., 2016) has highlighted even more the problem within
the scientific community (Washington, 2019), demonstrating
how the algorithm was unfairly judging black offenders,
which were wrongly labeled as high-risk individuals at
almost twice the rate as white defendants.

Strictly related to the desire of building a valuable, trust-
worthy AI system, there is the need to develop an under-
standable and easy-to-use user interface (UI), which is
currently one of the weak points of research in the XAI field
(Abdul et al., 2018).

The scope of our work is to show how the use of explain-
ability and fairness techniques can lead to the growth of a
domain expert’s trust and reliance on AI systems. With this
aim, four functionalities are proposed: a dataset & ML
model handler, a standardized explainability tool, a fairness
tool, and a feedback loop. The first of these components
allows users to load a dataset and preprocess it, training sev-
eral ML models to find the most performing one on the
provided dataset and monitor its performance. The standar-
dized explainability tool provides methods to get explana-
tions for each prediction; since our goal is to build a tool to
support the creation of a responsible AI system regardless of
the specific ML model it is based on, only model-agnostic
solutions are employed. The fairness tool grants users the
ability to detect biases within the model’s behavior through
a proposed algorithm based on disparate impact metrics and
mitigate them using the reweighing algorithm that follows
the independence criterion, one of the criteria that has legal
support. An unbiased version of the original model can be
trained at the end of the described procedure. The feedback
loop allows a domain expert to judge the model’s results
with the related explanations to create a new ground truth
to train a new, more performing ML model.

We applied the presented system to the context of the
loan approval process developing a proprietary framework
with an intuitive UI and demonstrating its effectiveness
through experimental results from field tests and subsequent
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user studies. An experimental session for choosing the best
explainability algorithm to use in the developed framework
is performed following the state-of-the-art Explanation
Goodness Scale; a novel Trust & Reliance Scale is proposed
to evaluate the system explainability, while an A/B test is
carried out for assessing the fairness feature; finally, we per-
formed a usability test to evaluate the UI. Results are
obtained by submitting the mentioned scales, tests, and the
usability questionnaire, respectively, to data scientists and
researchers for the explainability algorithms and bank
domain experts and loan officers to evaluate the other
functionalities.

The article is structured as follows. In Section 2 some of
the recent and most relevant research works and platforms
published or released in the last years about explainability
and fairness are presented. The system approach and the
proposed architecture for supporting the whole life cycle of
an ML model are discussed, respectively, in Sections 3 and
4. In Section 5 the case study is illustrated. Experimental
evaluations are discussed in Section 6. Evaluation scales and
questionnaires are reported in Appendix. Conclusions and
future work are discussed in Section 7.

2. Related work

This section presents some relevant related research works
and commercial platforms regarding our context of interest.
Because of our scenario’s complexity and heterogeneity, we
separately discuss the literature on explainability and fair-
ness. From the analysis of the following state of the art, we
have derived the foundations of our system’s approach,
which is based on the limitations of current XAI systems.

2.1. Explainability

As the amount of data being collected grew and ML models
became faster and more accurate, their applications have
extended to several different fields and stakeholders (Preece
et al., 2018). This is why it is becoming crucial to be able to
explain the reasons behind any predictions.

Comprehensive surveys about concepts, taxonomies,
issues, methods, and challenges in the fields of explainability
and XAI have been provided in the last three-year period
(Adadi & Berrada, 2018; Barredo Arrieta et al., 2020; Biran
& Cotton, 2017; Gilpin et al., 2018; Miller, 2019a; Mueller
et al., 2019).

In recent years many algorithms have been designed to
provide insights into which features are most likely to influ-
ence the model predictions. They can be divided into two
categories: model-specific solutions and model-agnostic solu-
tions. The first one is tailored to specific model classes. They
can provide further insights into a model prediction by
exploiting the specificities of the model class of interest,
both for shallow ML models, such as ensemble classifiers
(Palczewska et al., 2014; Rajani & Mooney, 2018) and SVMs
(Landecker et al., 2013), and deep ML models, such as
multi-layer neural networks (Shrikumar et al., 2016) and
convolutional neural networks (Selvaraju et al., 2017).

Algorithms belonging to the second category aim to be
applied to any ML model. The strategy beyond these techni-
ques consists in considering the model as a black box, and
they work by analyzing only the input features and the
model output. Relevant contributions to this category are
LIME (Ribeiro et al., 2016b) and its variants (Ribeiro et al.,
2016a), SHAP (Lundberg & Lee, 2017), based on the concept
of the Shapley values derived from games theory (Shapley,
1953), and Anchors (Ribeiro et al., 2018).

Most of the commercial platforms developed in the XAI
field exploit at least one of the aforementioned techniques,
sometimes improving them to achieve better results.
Usually, they can be helpful to data scientists and research-
ers, but less for non-expert users. Some popular platforms
and frameworks are briefly presented in the following.

IBM Watson OpenScale3 is a commercial solution belong-
ing to the IBM Cloud suite, introduced to provide a plat-
form that could be used by businesses to operationalize their
AI systems and to extend their deployments to the whole
enterprise. It offers several tools that help data scientists and
managers monitor and understand their model’s outcomes.
OpenScale not only provides an online application to navi-
gate through the results employing a graphical user inter-
face, but it also offers an API4 that allows accessing the
platform’s services programmatically. It currently provides
two different explainability techniques: LIME (Ribeiro et al.,
2016b) and a variant of MACEM (Dhurandhar et al., 2019).
While OpenScale does not directly provide the capability to
manage the user’s datasets and train custom models, these
tasks are achieved by integrating OpenScale with the rest of
the IBM cloud services. Indeed, the suite to which
OpenScale belongs includes other tools that assist the user
during all the steps related to developing a custom ML
model. Several factors might limit the application of a com-
mercial solution, such as OpenScale. The first one, and in
many cases the most crucial argument against OpenScale, is
its expensiveness (although the cost comes with product
support, documentation, and bug fixing, as well as brand
reliability, it is not adequate for a bank institution that has
not its core business in AI). Other issues are related to the
lack of control over what happens inside OpenScale, and the
requirement to have the training data stored on the IBM
Cloud platform if a user does not want to choose their
hybrid cloud solution, named IBM Cloud Pak for Data, that
provides OpenScale on customer’s machines.

Google What-If Tool5 (WIT) is an interactive tool that
allows users to investigate the model’s behavior and perform-
ance through a visual interface. This tool is an initiative of
Google’s PeopleþAI Research (PAIR) team. It has been pro-
posed to enable people to evaluate machine learning models
without the need to write complex code. Through WIT, a
user can investigate the behavior of multiple models, com-
pare them, and extract insights from them. The visual
approach followed by WIT leverages the predictions obtained
from a test set to provide customizable graphs which offer a
better understanding of the relationship between different
attributes and the predicted label. The tool is also helpful for
comparing different instances and observing how each
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prediction changes as the values of its attributes are modi-
fied. While WIT is excellent for a data scientist trying to
understand his model better, domain expert users wish for a
straightforward explanation about why a specific result has
been obtained.

Google Cloud Explainable AI6 is a set of tools and frame-
works developed to aid data scientists to build interpretable
ML models. With it, developers can understand feature attri-
butions in AutoML Tables and AI Platform (the Google
Cloud Platform catalog provides both tools) and visually
investigate model behavior using the What-If Tool. It also
simplifies model management using the AI Platform. Google
Explainable AI leverages the integration of Google Cloud’s
AI Explanations service into AI Platform Prediction to pro-
vide feature attribution. As for IBM Watson OpenScale, it
needs other services from Google Cloud Platform (GCP) to
make users able to manage the whole life cycle of an ML
model. GCP’s AI Explanations offer three methods to use
for feature attributions: sampled Shapley (Maleki et al.,
2013), integrated gradients (Sundararajan et al., 2017), and
XRAI (Kapishnikov et al., 2019). Each of the mentioned
methods is based on Shapley values, and users can select
what they prefer for their explanations requests.

AI Explainability 3607 is a good open-source software tool-
kit addressed to different stakeholders, from domain experts to
system developers. It allows exploring eight state-of-the-art
explainability methods and two evaluation metrics.
Noteworthy is the provided effective taxonomy to help to navi-
gate the space of explanation methods, not restricted to those
in the toolkit, but also in the literature (Arya et al., 2019).

Several XAI research works presented in different fields,
such as HCI (Abdul et al., 2018; Zhu et al., 2018), visual
analytics (Tamagnini et al., 2017) and medicine (Holzinger
et al., 2017; Lamy et al., 2019) denote that most researchers
are focusing on new algorithms, and not on usability or effi-
cacy effective UIs understandable by non-expert users.

2.2. Fairness

Defining a fairness criterion, to evaluate a system to consider
it as fair, is a complex task due to the different ways biases
can arise. What can be considered fair in a specific context
might be unfair in another one. Furthermore, different people
have different sensibilities about what is fair and what is not,
and what is fair considering individuals or populations as a
group (Binns, 2020). Three criteria are commonly contem-
plated: independence, separation, and sufficiency. Independence
criterion requires the sensitive characteristic to be statistically
independent of the score. Variants of this criterion include
statistical parity (Dwork et al., 2012), group fairness (Friedler
et al., 2016; Yeom & Tschantz, 2018), and disparate impact
(Feldman et al., 2015). Separation criterion seeks to acknow-
ledge the existence and rightfulness of the correlation between
the sensitive feature and the target variable to the extent that
the target variable justifies it. It appears under different
names, such as equivalent odds (Hardt et al., 2016) and dis-
parate mistreatment (Zafar et al., 2017). Sufficiency criterion
is based on the idea that the sensitive feature is already

subsumed in the score used for predicting the target label
(Chouldechova, 2017; Kleinberg et al., 2016).

Bias mitigation algorithms are mainly based on two fac-
tors: the criterion selected for measuring fairness and the step
of the ML process in which it is applied. The steps involved
are three: pre-processing, in-processing, and post-processing. In
pre-processing, the goal is to produce a new representation of
the training set in which the information correlated to the set
of non-sensitive features is preserved, ignoring the informa-
tion of the sensitive feature [e.g., reweighing (Kamiran &
Calders, 2012), disparate impact remover (Feldman et al.,
2015), optimized pre-processing (Calmon et al., 2017)]. The
aim of the in-processing step is to enforce fairness by chang-
ing the learning strategy of the model at training time (e.g.,
adversarial debiasing (Zhang et al., 2018), disparate impact
remover). The algorithms of the post-processing step try to
satisfy fairness constraints by slightly modifying the output of
a model without the need to change the training data or
retrain the model. These algorithms are usually used when
the two previous approaches are not viable because the train-
ing dataset or the ML algorithm is not accessible [e.g., reject
option classification (Kamiran et al., 2012), equalized odds
post-processing (Hardt et al., 2016)].

The application of fairness criteria to ML models is a
topic that has received much attention lately, thanks to
greater awareness about the risks that unfair AI systems
might pose to specific social groups. Relevant research works
about the nascent field of Fair ML have been published in
the last years (Chouldechova, 2017; Corbett-Davies & Goel,
2018; Holstein et al., 2019).

Not only has this popularity led to a growth in the num-
ber of scientific publications related to fairness, but it also
encouraged the introduction of several tools whose goal is
to monitor the behavior of a model to alert the user in case
of unfair treatment. An example is IBM AI Fairness 360
(AIF360), which is perhaps the most considerable open-
source toolkit available for ML fairness. Its goal is to
“examine, report, and mitigate discrimination and bias in
ML models throughout the AI application lifecycle.” It is an
extensible framework capable of unifying most of the met-
rics and algorithms presented in this chapter. It also
includes a bias explanation feature that gives further insights
into the computed metrics (Bellamy et al., 2018).

In addition to the capabilities already presented on explain-
ability, even IBM Watson OpenScale gives the possibility to set
up a monitor to track the fairness of the model at hand. The
presence of biases in the model is estimated based on the dis-
parate impact metric. One of the main OpenScale’s limitations
is that the privileged and unprivileged groups must be selected
in advance when setting up the fairness monitor. This oper-
ation may become cumbersome as the cardinality of the sensi-
tivity attribute grows. Moreover, the user may not be aware of
which value belongs to which group.

3. System approach

Although loan approval processes might benefit from the
introduction of automated systems (i.e., ML models) to
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support the decision task, several factors have limited their
application in this field so far: loan approval processes are
high-risk activities that require officers to understand the
motivation behind every ML model prediction. It is not
enough to demonstrate that a model performs well if con-
sidered only a black box. With skeptical users the ability to
explain how it works, which data is important, and when is
crucial; model decisions have a considerable impact on the
future of the customers who applied for the loan, and they
must be provided with explanations about why their applica-
tion has been rejected; such a decision must be devoid of
biases to ensure that individuals with different origins, cul-
tures, and backgrounds are treated fairly.

The main aim of the system presented in this article is to
overcome the above challenges by proposing a single solu-
tion to create a comprehensive trustworthy intelligent system
exploiting the principles of explainability and fairness. In the
following of this section, an in-depth presentation of the
two concepts is provided, focusing on their relevance in
this article.

3.1. Explainability

What do we mean by “explainability”? Explainability is consid-
ered the core of each AI system that aspires to be considered
trustworthy, and although it is formally different from inter-
pretability, the two terms are considered closely related in lit-
erature (Biran & Cotton, 2017). Indeed, interpretability can be
considered a static characteristic of a model, referring to the
capability to explain its meaning in a human-understandable
way. At the same time, explainability is a dynamic characteris-
tic of a model representing actions and procedures beneficial
to provide explicit knowledge about why a specific prediction
was made using easy-to-understand terms. This means that
explainability depends on the people who need to understand
the model, so the most appropriate definition could be: “Given
a certain audience, explainability refers to the details and rea-
sons a model gives to make its functioning clear or easy to
understand” (Barredo Arrieta et al., 2020). This property is
crucial for building trust in the decisions taken by a model,
and it is one of the critical factors that influence the adoption
of ML techniques inside high-risk applications. There are sit-
uations in which having the capabilities to interpret a result
and understand the factors that contributed to it is far more
important than having a high-performance model. This is one
of the reasons why simpler algorithms, such as decision trees
and K-nearest neighbors (KNN), are widely used despite being
less accurate than other options like neural networks and sup-
port vector machines (SVMs).

As our purpose is to develop a Trustworthy AI system
for loan approval processes regardless of the specific ML
model it is based on, only model-agnostic solutions (see
Section 2.1) are used in the implementation.

3.2. Fairness

To satisfy the principle of fairness, users must be aware of
existing biases (i.e., prejudices) that may lead AI systems to

discriminate against certain groups of people or individuals.
Furthermore, every AI system should be accessible to people
of any age, gender, and ability (AI-HLEG, 2019).

So far, no standard definitions of fairness have been
drawn up. In the context of decision-making, fairness can
be formalized as “the absence of any prejudice or favoritism
toward an individual or a group based on their inherent or
acquired characteristics” (Mehrabi et al., 2019). A recent
study about how people perceive fairness in the context of
loan allocations (Saxena et al., 2020) shows a preference for
a specific definition, named calibrated fairness (Liu et al.,
2017), that aims to select individuals in proportion to their
merit. In particular, that study demonstrates that officers
choosing between two loan applicants tend to prefer to split
the money in a proportion of their loan repayment rates,
instead of an “equal” (50/50) splitting, or giving all the
money to the candidate with the higher payback rate. The
“ratio” decision is allowed under the calibrated fair-
ness definition.

A machine learning model can be biased because these
systems are trained by examples: when using historical data
for modeling human behaviors, the provided sample reflects
the prejudices of the people who made these decisions in
the first place.

The choice of the right bias mitigation algorithm, among
those described in Section 2.2, is constrained by several rea-
sons: the definition of fairness may vary from case to case;
different criteria cannot be pursued simultaneously and each
algorithm mainly focuses on a single definition (the reweigh-
ing algorithm is based on the independence criterion, while
the disparate mistreatment remover technique uses the separ-
ation definition); the step of the ML model pipeline in which
the user is allowed to intervene: as a rule of thumb, the ear-
lier the algorithms are applied, the most flexible and effective
the intervention will be; the requirements of the algorithm
itself: for instance, the equalized odds post-processing tech-
nique, despite being a post-processing strategy, requires
access to the sensitive feature to compute the right label.
Other algorithms have some limitations in terms of the types
of classifiers they can be applied to. Some algorithms, such
as reject option classification, are deterministic, while others
have a randomized component (e.g., disparate mistreat-
ment remover).

As detailed in Section 4.3, in the presented system we
follow the independence criterion and choose the reweighing
algorithm for bias mitigation. Independence is frequently
used in literature because it is one of the few criteria having
legal support. The so-called 80%-rule, or four-fifth rule,
specified in the U.S. Equal Employment Opportunity
Commission guidelines, prescribes that a selection rate for
any group (classified by race, orientation, or ethnicity) that
is less than four-fifths of that for the group with the highest
rate constitutes evidence of disparate impact, that is,
discriminatory effects on a protected group (Biddle, 2006).

In the next section, a top-down description of the system
components is provided, from a logical overview up to the
illustration of the UI of the developed framework, going
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through an in-depth presentation of the explainability and
fairness tools.

4. System implementation

This section first provides an overview of the proprietary
framework developed for the implementation of the case
study. It then illustrates the core of the presented system,
that is, the application of explainability and fairness princi-
ples to the context of a loan approval process.

The developed framework provides all the following func-
tionalities to ensure complete management of the ML model
life cycle, grouped by their high-level purpose, as shown in
Figure 1.

The dataset & ML model handler allows users to: load a
dataset and store it through a procedure involving a fixed
preprocessing step, a custom setup, and a fairness check for
preliminary bias detection; find the best ML model to use
by training at the same time several models with different
algorithms and evaluating them through standard metrics;
monitor models performance using various metrics (the
same with which a model is evaluated after training).

The standardized explainability tool provides users with
the ability to get explanations for each prediction to make
them (i.e., both loan officers and loan applicants) able to
understand clearly the features (or attributes) that most
influence the results, both positively and negatively.

The fairness tool provides a fairness check and a bias
mitigation process. It can identify the presence of biases
within the trained model using one of the state-of-the-art
fairness criteria (chosen for the reasons explained in Section
4.3) to make users aware that they are supported or judged
by a fair system, with the possibility, otherwise, to retrain a
new unbiased version of the same model.

The feedback loop allows a domain expert (e.g., the loan
officer) to give feedback about a specific prediction to create
a new ground truth and build a new ML model, hopefully
with better performance.

From a conceptual and schematic point of view, the pro-
posed framework is described in the class diagram in Figure 2.
A brief description of each class is provided below.

Dataset describes the dataset used to train the model. It
is characterized by the number of rows of the dataset and a

name used as an identifier. The id attribute is also used to
retrieve the content of the dataset from the local storage.

Label represents the values that can be assigned to the
labels of a dataset. Each possible couple (dataset_id, label_-
value) is described by an instance of this class. The informa-
tion about its value and its number of occurrences in the
associated dataset is added to distinguish each label.

Model denotes the model trained using a specific dataset.
Each model is described by an identifier, a descriptive name,
and the date it was added to the system. The Boolean
unbiased attribute is used to specify if the model was
obtained after the application of a bias mitigation algorithm
to another model.

MLAlgorithm is used to describe the algorithm with
which the model is trained. It is also employed to provide
some additional information to the user during the bias
mitigation process.

PredictionData is used to represent the prediction com-
puted by a model for a given input instance provided by the
user. The outcome of the prediction is stored as the probabil-
ity returned by the model. The entity also includes, for each
attribute of the instance being predicted, its feature value and
the related weight (or score) obtained using a model-agnostic
interpretability algorithm (e.g., LIME or SHAP).

FeedbackData describes feedback provided for a given
prediction. It is represented as a Boolean attribute, where
true means that the prediction aligns with the expectation of
the user or with the actual outcome.

4.1. Application workflow

A concise representation of the functionalities provided by
the developed framework is shown in Figure 3. Each appli-
cation flow and its main components are described below.
For a better understanding of the diagram, two premises are
to be made: components having equal shape, size and name
are intended to be the same; they are duplicated only for
better visualization; black dashed lines in the diagram repre-
sent the connection between the data and the specific proc-
esses used.

Loan Approval System User Interface allows users to
select the functionality to run through the Tab menu. It is
implemented in an internet application with an intuitive

Figure 1. High-level components of the presented system.
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layout. The application is shortly illustrated below in this
section to show how the UI looks to its users.

Load dataset is the functionality to load a dataset and
store it in the system. Intuitively, the first time the system
starts, this is the only available functionality. Before effect-
ively storing the loaded dataset, a preliminary predefined
Data Preprocessing is required to prepare the data for the
next steps. The Dataset setup component allows users to
check and modify dataset parameters, including the name to
save it under, columns names, and data types. Different
datasets can be loaded and stored into the system simultan-
eously to be selected by users when needed.

Through the ML model training functionality, the train-
ing phase can be started once a dataset is stored and avail-
able for selection. Several models are built at the same time
using different ML algorithms. Trained models are presented
to users along with metrics (i.e., Accuracy, Precision, Recall,
F1-score) to evaluate the performance of each of them and
compare each other to select the best one to store in
the system.

To request a prediction, users can select one of the
stored ML models and query it to obtain the prediction
result and its explanation. In our case study, predictions are
the probabilities that customers can repay a loan given their

Figure 2. Class diagram of the proposed framework.

Figure 3. Application workflow.
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credit histories and some personal data as the input. Once
the output is computed, users (domain experts at this point)
can give feedback about the specific prediction to enable the
possibility to monitor the results of the model in use.
Predictions, explanations, and feedback are saved in an
internal Model results storage.

Model performance monitoring functionality exploits
the feedback collected from users to compute statistics about
the performance of the managed models (same metrics as in
the ML model training).

Checking dataset/model fairness and bias mitigation
process works as follows. Both the original stored dataset
and the model in use can be inspected to check the presence
of any biases. While checking the dataset is meant for diag-
nostic purposes to trace back the unfair attribute to the
starting labels distribution, the information derived from the
model predictions is used to monitor how a sensitive attri-
bute influences the model behavior. If some decisions are
considered to be unfair, then an unbiased model can be
trained and stored.

4.2. The standardized explainability tool

By design, the developed framework provides several ways
to obtain the interpretation of a given prediction.
Components of this generalized and standardized explain-
ability tool are described below and represented by the dia-
gram depicted in Figure 4.

Configuration class performs the preprocessing steps
required to use the explainability algorithms and to train
explainer models. Starting from the dataset, categorical and
numerical features are extracted to be evaluated, and the
one-hot encoding procedure is applied to categorical values.
The configuration class is also used to prepare the instance
to be explained for the application of the interpretability
algorithms by exploiting the data extracted during the men-
tioned initialization phase.

Explainer interface is the common interface that stand-
ardizes the access to the different interpretability algorithms
and allows to switch from one explainer to another
smoothly or to use different explainers at the same time.
Each explainer is initialized using the configuration class pre-
viously described and their explanations are generated
through the compute_explanation method. Depending on
the specific implementation, the resulting output can be
returned in different formats (e.g., lists or dictionaries).

Three different implementations of the interface illus-
trated above are possible in the presented framework. Each
of these classes, listed in the following, leverages some other
services to work correctly; initialization and formatting of
the requests to these external packages are handled by the
explainer and configuration components.

LimeExplainer produces a score for each feature based
on the LIME algorithm (Ribeiro et al., 2016b), but normal-
izes it so that, by summing up all the scores, the total value
amounts to 100. This operation is made to avoid a misun-
derstanding of LIME results.

ShapExplainer is a wrapper around the SHAP algorithm
implementation (Lundberg & Lee, 2017). Its output is
handled to produce a result similar to the one provided by
the LimeExplainer.

AnchorsExplainer is based on the Anchors algorithm
(Ribeiro et al., 2018) and, as in the previous ones, leverages
the implementation proposed by the article authors and pro-
vides a standardized output score.

The standard process of the explainability tool is shown
in Figure 5. First, a configuration object is created by the
service layer using the original training dataset. Second, the
generated instance is used to initialize an explainer object.
In the third step, the service layer requires the new explainer
object to explain a given instance. Since the actual interpret-
ability algorithm requires the instance to be provided in a
specific format, the explainer exploits its internal configur-
ation to prepare the given instance accordingly. Once the

Figure 4. Class diagram of the explainability tool.
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explainer method has finished its computation, explanations
can be retrieved by the service layer.

4.3. The fairness check and bias mitigation processes

The second most important feature the presented system
provides is the capability to inspect the original dataset label
distributions and the trained models’ behavior for bias
detection and potentially training an unbiased model. A dis-
cussion about these processes follows.

Our system can inspect both the original dataset and
models’ behavior to determine the lack of fairness. As for
the dataset, its rows are used to identify if a bias can be
traced back to the original data (this feature is meant for
diagnostic purposes); instead, the system uses the predic-
tions made by a model to analyze its behavior. If a bias is
detected from the model predictions, then an unbiased ver-
sion of the model can be trained and stored for future pre-
dictions. Apart from these differences, the proposed
Algorithm 1 describes the bias detection procedure for both
the original dataset and trained models.

The labeled dataset in input D (which also refers to the
data structure in which the results of the model predictions
in use are stored) is inspected for biases using the disparate
impact metric (Feldman et al., 2015). As part of the process,
dataset rows d 2 D are grouped based on the sensitive attri-
bute value s. These groups are later referred to as sensitive
groups g 2 G: For each sensitive group g, positive outcomes
ratio is computed, and G is split into one or more privilege
classes C 2 C, where C ¼ fgi j gi 2 G, 0 < i � jGjg, based
on two factors: each privilege class C must represent at least
the 5% of the entire population of D, and the disparate
impact between C and any other sensitive group g (or vice
versa) must be lower than 0.8. The first constraint is applied
to guarantee that each privilege class contains a statistically

relevant number of instances, while the 0.8 threshold has
been selected to comply with the 80%-rule (Biddle, 2006).

The output of the algorithm is a set of privilege classes
C, where the class with the highest rate of positive outcomes
is considered to be the privileged class, and the other classes
are referred to as the unprivileged classes. If C turns out to
have cardinality >2, then the dataset or model being eval-
uated is considered to be biased.

Algorithm 1. Bias detection procedure.

procedure ComputePrivilegeClasses(D)
C ¼ ;;
C ¼ ;;
C ¼ ;;
G Select � FromDGroupBy s;
for all g 2 G do
if ðlenðCÞ � tÞ and ðdisparateimpactðC, gÞ < 0:8Þ then

C C [ fCg;
C ;;

end if
C C [ g;

end for
C C [ fCg;
return C;

end procedure

Following the procedure mentioned above, if the model
results are unfair, the system provides the functionality to
train an unbiased version of the same model. Algorithm 1 is
used to split the model into two classes: the privileged class,
i.e., the set of the sensitive feature values with the highest ratio
of positive outcomes, and the unprivileged class, which con-
tains the remaining values. It must be noted that there may
be values of the sensitive feature for which no predictions are
available yet. Based on the criterion described above, these val-
ues will be assigned to the unprivileged class. The rationale

Figure 5. Sequence diagram of the explainability tool.
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behind this choice is that, in a situation where the system has
no information about how a model perceives a specific value,
assigning it to the unprivileged class, the system is guaranteed
not to exacerbate pre-existing unknown prejudices.

Once the division of the feature values between privileged
and unprivileged classes has been determined, the reweighing
algorithm (Kamiran & Calders, 2012) is used for bias mitiga-
tion. This algorithm was chosen for multiple reasons: the sys-
tem has access to the dataset used for training the inspected
model, so a preprocessing strategy like the reweighing algo-
rithm, which is likely to provide better results, can be
applied; the reweighing algorithm bases its decision on the
independence criterion, that is the exact fairness definition
used to perform the distinction between privileged and
unprivileged groups, and as previously mentioned, this defin-
ition has legal support; the algorithm output is a set of
weights, which is easier to interpret than other techniques.

Once the new set of weights has been determined, the
unbiased version of the inspected model can be trained
using the same ML algorithm used for the original model
and then stored and made available to be queried.

5. Case study

The focus of this section is on illustrating the application of
the described system to the context of a loan approval

process and providing an overview of the UI of the devel-
oped framework to show how it looks to users without fur-
ther details about its technical implementation.

The diagram in Figure 6 shows how the functionalities
explained in the previous section are accessible to the differ-
ent types of users who can access the presented system
through the developed framework.

Figure 7 shows the screen through which users can load
a dataset. In our case study, the data has been provided to
us by an Italian banking institution (after a pseudonymiza-
tion8 process) to build a prototype based on real data. The
screen displays the characteristic of the loaded dataset and
the results of preliminary bias detection.

After the dataset has been loaded users can select it and
automatically train a new ML model (Figure 8) considering
different algorithms (in the presented case study, since it is a
binary problem, we have chosen Logistic Regression, Random
Forest, and Naive Bayes algorithms). As the dataset is unbal-
anced, the system ranks the trained models based on the F1-
score metric. It is also possible to compare the selected model
with one of those already stored in the system.

After requesting a prediction, users can consult the model
outcome with the relative explanation in an intuitive layout.
As Figure 9 shows, the prediction result, along with its
probability, is presented in the top-left box, while the related
explanation is in the correct box (in the provided example,

Figure 6. Use a case diagram of the presented system.
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Figure 8. UI: ML model training.

Figure 7. UI: load dataset.

Figure 9. UI: displayed prediction and explanation output.
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they are generated using the SHAP algorithm). Finally, the
user can provide feedback on the prediction by clicking on
the buttons contained in the bottom-left box.

By navigating to the “Fairness” tab, the user is presented
with the privilege class division for the most recently
uploaded dataset (Figure 10). In the presented case study,
we have considered the “nationality” as the sensitive feature;
the displayed partitioning is obtained by applying the pro-
cedure described in Algorithm 1. Within the same screen,
selecting the “Training” option in the navigation menu on
the left, users can request the system to train a new version

of the model by exploiting the reweighing bias mitigation
algorithm. Once the training is completed, the model is per-
manently stored in the system, along with its previous ver-
sion, and can be selected in the “Prediction” tab of the main
interface to request a prediction on it. In Figures 11 and 12
comparisons between the explanations generated by an
unfair and a fair model for the same instance are shown.
The navigation menu on the left side in Figure 10 provides
the possibility to manually check the fairness of a dataset,
although this functionality is automatically performed by the
system when the dataset is loaded.

Figure 10. UI: bias detection.

Figure 11. UI: Unfair model.
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6. Evaluation

The system presented in this article has been developed with
the dual goal of supporting a loan approval process and lay-
ing out the foundation for a more general ML model man-
agement suite. This section is divided into four parts:

1. The first part shows the evaluation made for choosing
the best explainability algorithm (among those usable
in the developed system and described in Section 4.2)
in the context of the presented case study; this evalu-
ation has been carried out by a group of data scientists
and researchers using the Explanation Goodness
Checklist proposed by Hoffman et al. (2018);

2. The second part focuses on the experimental results of
the Loan Approval System evaluation, from the explain-
ability point of view, carried out through a novel Trust
& Reliance Scale based on the Trust Scale Recommended
for XAI proposed by Hoffman et al. (2018). Results are
obtained by the submission of the mentioned novel scale
to a group of bank domain experts and loan officers;

3. In the third part, the results of the A/B test and targeted
interviews performed to evaluate the effectiveness of
fairness usage in the presented system are displayed;

4. A usability test has been performed to measure user sat-
isfaction with the UI, and the results are shown in the
last part of this section.

6.1. Explainability algorithms evaluation

Hoffman et al. (2018) put together key concepts that have
emerged from the literature in various fields of research
(such as Philosophy of Science, Psychology, Education and

Training, and Human Factors) and set guidelines for the
evaluation of XAI systems.

To evaluate which explainability algorithm (LIME, SHAP,
or Anchors) performs best in the context of the case study
presented in Section 5, we exploit the Explanation Goodness
Checklist proposed in the article mentioned above. This
checklist represents a synopsis of the main features used in
the research literature to consider explanations good. Quoting
the authors, “The intended use context is for researchers [… ]
to provide an independent, a priori evaluation of the goodness
of explanations that are generated by [… ] XAI systems.” To
be thorough, the checklist is reported in Appendix A.

For the experimental session, a pool of 54 people without
experience with our framework have been asked to try the
system through the developed UI for one month (between
June and July 2020) and then compile the checklist. The group
of participants was composed as follows: equally divided
between data scientists and researchers in the computer sci-
ence field, the majority (90%) are daily involved in ML model
development; many (70%) are aware of XAI techniques. The
division between males and females is 75–25%, and the aver-
age age is 27.2 years old. The pool has been split into three
homogeneous subgroups (with respect to the factors men-
tioned earlier). We performed a between-subject evaluation: a
different algorithm has been assigned to each of the three sub-
groups to make the evaluation process independent of influen-
ces due to having previously examined a different technique.

The three post-hoc methods have been applied to the
same trained ML model with the following characteristics:

� Dataset size: 2440 samples;
� Training algorithm: Random Forest;

Figure 12. UI: Fair model.
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� Accuracy: 0.987;
� Precision/Recall (Rejected): 0.981/0.985;
� Precision/Recall (Granted): 0.997/0.996.

Figure 13 shows the percentage of positive answers (Y-
axis) for each question (X-axis) and each algorithm. The
evaluation outcomes display that Anchors are preferred only
for the level of details provided, while LIME’s explanations
are considered as understandable and actionable as SHAP’s,
which overall result in the most satisfying, complete, accur-
ate, reliable, and trustworthy. For this reason, we integrated
this algorithm for the implementation of the system.

6.2. System evaluation (explainability)

A novel Trust & Reliance Scale is proposed in Appendix B.
This scale, used to evaluate the effectiveness of predictions’
explanations, is based mainly on the Trust Scale
Recommended for XAI proposed by Hoffman et al. (2018)
(Q1, Q3, Q4, Q6, and Q7). We have adapted the mentioned
scale to achieve a new one that is better suited for the evalu-
ation of our system according to the proposed approach. In
particular, we have removed questions about predictability
and efficiency and added three new items: a question
derived from the work of Adams et al. (2003) (Q2) to ask
users directly whether they trust the tool’s output; a question
from the Hoffman’s Explanation Satisfaction Scale (Q8) for
highlighting the judge about the importance of explanations;
and another new question (Q5) to make users consider the
possibility of trusting the system’s response if it is different
from theirs. This novel scale is realized as a 5-point Likert
scale, by following the literature, which indicates that the
five-point format appears to be less confusing and tends to
reduce the “frustration level” of respondents and thereby
increase the response rate and the quality of the responses
themselves (Babakus & Mangold, 1992; Devlin et al., 1993).
For each of the corresponding statements, every user gives a
response in the range between Strongly disagree and
Strongly agree.

Since this kind of scale is addressed to users with consid-
erable experience, it has been submitted to the group of par-
ticipants after two months of continuous use of the system
(October–November 2020). The group comprises 42 bank
domain experts with experience in loan approval processes,
33 of whom are currently loan officers. All the practitioners
belong to the Italian banking institution that provided the
dataset to create the system prototype. The average age of
the participants is 39.3 years old, and the average years of
experience in loan approval processes are 9.6.

To build a baseline and be able to evaluate the actual
improvement given by the explanations, we divided the pool
of selected testers into two homogeneous subgroups and set
up two different test environments: in the first one, the
group was not aware of the explanations, and the UI has
been modified to display the results of the predictions only
with label and confidence, as shown in Figure 14. The
second group, instead, interacted with the actual system
prototype and the UI presented in Section 5 (see Figure 9).

The results of the two tests are shown, respectively, in
Figures 15 and 16. We visualize the Likert scales with the
diverging stacked bar charts as the graphical display tech-
nique, based on Robbins and Heiberger’s studies on the
presentation of results using rating scales (Heiberger &
Robbins, 2014; Robbins & Heiberger, 2011).

By analyzing the results charts, it is clear how the possibil-
ity of checking the explanations of a given prediction has led
to a better overall assessment of the system. Although in both
test environments users had the perception that the system
works adequately well (Q1) and most of them appreciate the
use of such an automatic system to make these decisions
(Q7), they have shown a concrete improvement in the system
judgment in terms of trustworthiness and reliability (Q2, Q3,
Q6). The explicit question about the usefulness of explanations
in the second test (Q8) confirmed that perception. Due to dis-
playing predictions’ explanations, other noteworthy results are
the overall decrease of “non-opinion” answers and the increase
in the number of users that would change their minds based
on the system’s response (Q5). Finally, and perhaps surpris-
ingly, in both environments, most users believe that such a

Figure 13. Explainability algorithm evaluation.
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system can give better results than a novice human (Q4).
Moreover, we investigated the characteristics of the users who
disagreed about reliability (Q3) and confidence (Q5) in the
system with a displayed explanation. The resulting analysis
showed that the average expertise in loan approval processes
is 11.6 years, 2.1 years more than the overall average of the
participants. This result underlines that experienced loan

officers can be unenthusiastic about the use of new technolo-
gies in their daily work.

6.3. System evaluation (fairness)

To assess the effectiveness of the fairness, we decided to set
up an A/B test as described in the following. We first selected

Figure 14. UI: displayed predictions without explanations.
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Figure 15. System evaluation without explanations (baseline).
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Figure 16. System evaluation with explanations.
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24 loan officers (average age of 34.6 years old and average
experience in the field of 5.5 years) not involved in the previ-
ous evaluation to participate in a test session for checking the
usefulness of the feedback loop. For each displayed prediction
and related explanations, their task was to judge whether it
was correct by clicking on the specific button on the bottom-
left part of the UI shown in Figure 9. The participants,
however, were unconsciously divided into two homogeneous
subgroups to assess the possible differences in the evaluation
of predictions correctness based on the use of 2 opposed mod-
els. The first group interacted with an unfair model, as in
Figure 11, while the second one with a fair model, as in
Figure 12, where the nationality attribute was missing at all.

The assessment, lasting 2 hr, was carried out by showing
each user 50 predictions. Figure 17 displays the results in
terms of click rate on the feedback buttons.

As can be seen from the chart, the percentage of negative
responses is higher for the unfair-model testers. Based on

this outcome, in the second part of the evaluation, we per-
formed a series of targeted interviews with some of the loan
officers involved in both interactions. The most relevant
conclusion is that, while the 92% of the “fair-model testers”
stated that they “focused on assessing the actual correctness of
the prediction based on their experience,” the 88% of the
“unfair-model testers” confirmed that often their attention
was just on the nationality attribute weight because they
would “never agree to confirm the rejection or the approval
of a loan application in which the greater weight of the deci-
sion is attributable to a potential discriminatory individual
characteristic such as the nationality of the applicant.”
Although not part of that test, they all agreed to consider
the visualization of the predictions’ explanations as an essen-
tial feature for this kind of automated system.

6.4. User interface evaluation

Finally, we present a qualitative evaluation of the developed
UI to measure user satisfaction with the system usability.

This experimental session was attended by the bank
domain experts already involved in the previous system
evaluation. The questionnaire, reported in Appendix C, is
based on the usability test proposed by Purificato and
Rinaldi (2018) and structured following a methodology pre-
sented by IBM (Lewis, 1995), but adapted to a five-point
format for the abovementioned motivations. Each partici-
pant tested the three functionalities for one month (March
2021) and then evaluated them with the same procedure as
the one described in the previous section.

We had the three main functionalities of the system
tested (dataset and ML model handler, explainability Tool,
and fairness Tool) and the results displayed, respectively, in
Figures 18–20, allow us to state that users consider the
developed UI effective. Some improvement is required forFigure 17. Fairness evaluation.
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Figure 18. UI evaluation results: dataset and ML model handler.
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Figure 19. UI evaluation results: explainability tool.
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the fairness tool in terms of complexity in finding the
needed information to carry out the specific task.

7. Conclusion and discussion

In this article, we presented a system that focuses on two of
the fundamental ethical principles in the fields of Responsible
and Trustworthy AI, explainability and fairness. The system is
applied to the context of loan approval processes through the
implementation of a proprietary framework able to manage
the whole life cycle of an ML model to show how the use of
explainability and fairness techniques can lead to the growth
of a bank domain expert’s trust and reliance on AI systems.

With this aim, four functionalities have been designed
and developed: a dataset & ML model handler, a standar-
dized explainability tool, a fairness tool, and a Feedback loop.
In particular, the standardized Explainability tool provides
methods to get explanations for each prediction, allowing
users to choose among three different algorithms: LIME,
SHAP, and Anchors. The Fairness tool allows users to detect
biases within the model’s behavior through a proposed algo-
rithm based on disparate impact metrics, and to mitigate
them using the reweighing algorithm, a method following
the independence criterion, one of the few criteria that have
legal support. An unbiased version of the original model can
be trained at the end of the described procedure.

A proprietary framework with an attractive and easy-
to-use UI has been developed, and the whole system has
been evaluated in the context of loan approval processes.

The effectiveness of our approach has been proven through
experimental results from field tests and user studies. SHAP
has been chosen as the preferred explainability algorithm
through the submission of the Explanation Goodness Scale to
a group composed of data scientists and researchers. The
enhanced trust in the use of our system has been assessed by
bank domain experts through a novel Trust & Reliance Scale
proposed in the article. Finally, a Usability Test has demon-
strated the usefulness of the developed user interface.

Notes

1. https://2021.ai/fairness-in-machine-learning/. Last seen May
24, 2022.

2. “Correctional Offender Management Profiling for Alternative
Sanctions” is a proprietary algorithm sold by Equivant, a
private company founded in 2017 as a rebranding of

Northpointe, Inc., CourtView Justice Solutions, Inc., and
Constellation Justice Systems, Inc.

3. IBM Watson OpenScale “Manage AI, with trust and
confidence in business outcomes”. White paper. https://
www.ibm.com/downloads/cas/RYXBG8OZ. Last seen May
24, 2022.

4. Application programming interface.
5. Google. “What If… you could inspect a machine learning

model, with minimal coding required?”. https://pair-code.
github.io/what-if-tool/index.html. Last seen May 24, 2022.

6. Google. “AI Explainability Whitepaper”. https://storage.
googleapis.com/cloud-ai-whitepapers/AI%20Explainability%
20Whitepaper.pdf. As of today, May 24, 2022, it is in
beta version.

7. First release in late September 2019.
8. It means the processing of personal data in such a manner

that the personal data can no longer be attributed to a
specific data subject without the use of additional
information, provided that such additional information is
kept separately and is subject to technical and
organizational measures to ensure that the personal data are
not attributed to an identified or identifiable natural person.
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Appendix A. Explanation goodness checklist

1. The explanation helps me understand how the tool works.
YES w NO w

2. The explanation of how the tool works is satisfying.
YES w NO w

3. The explanation of the tool sufficiently detailed.
YES w NO w

4. The explanation of how the tool works is sufficiently complete.
YES w NO w

5. The explanation is actionable, i.e., it helps me know how to use the tool.
YES w NO w

6. The explanation lets me know how accurate or reliable the algorithm is.
YES w NO w

7. The explanation lets me know how trustworthy the tool is.
YES w NO w

Appendix B. Trust & reliance scale

(1) I am confident in the tool. I feel it works well.

(2) I trust the tool’s output.

(3) The tool is reliable. I can count on it to be correct all the time.

(4) The tool can perform the task better than a novice human user.

(5) If need be, I feel confident in considering changing my decision by
taking the tool’s output.

(6) I feel safe that when I rely on the tool I will get the right answer.

(7) I like using the tool for decision making.

(8) The explanations let me judge when I should trust and not trust
the tool.

Appendix C. Usability test

(1) Overall, I am satisfied with how easy it is to use this system.

(2) It was simple to use this system.

(3) I was able to complete the tasks quickly using this system.

(4) It was easy to learn to use this system.

(5) It was easy to find the information I needed.

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree
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