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ABSTRACT
The presented doctoral research aims to develop a behavioural
user profiling framework focusing simultaneously on three beyond-
accuracy perspectives: privacy, to study how to intervene on graph
data structures of specific contexts and provide methods to make
the data available in a meaningful manner without neither expos-
ing personal user information nor corrupting the profiles creation
and system performances; fairness, to provide user representations
that are free of any inherited discrimination which could affect a
downstream recommender by developing debiasing approaches to
be applied on state-of-the-art GNN-based user profiling models;
explainability, to produce understandable descriptions of the frame-
work results, both for user profiles and recommendations, mainly
in terms of interaction importance, by designing an adaptive and
personalised user interface which provides tailored explanations to
the end-users, depending on their specific user profiles.

CCS CONCEPTS
• Information systems → Recommender systems; Personal-
ization; • Security and privacy; • Human-centered comput-
ing → User models; User interface programming; • Applied
computing → Law, social and behavioral sciences;
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2 BACKGROUND, MOTIVATION AND
RELATEDWORK

Due to the extensive amount of data provided by web applications
and platforms nowadays, user profiling has become a key topic in
many real-world applications, especially recommender systems [22]
and social networks [19]. The main goal of user profiling is to
infer an individual’s interests, personality traits or behaviours from
generated data to create an efficient user representation, i.e. a user
model, whose construction is particularly important in the context
of adaptive and personalised systems, as it is usually considered
the main practice adopted to develop recommender systems [23].
Early profiling approaches considered only the analysis of static
characteristics (explicit user profiling), with data often coming from
online forms and surveys [25]. However, these methods have been
proved to be ineffective as users are not concerned about providing
their information directly. Therefore, modern systems focus more
on profiling users’ data implicitly based on individuals’ actions and
interactions (implicit user profiling). This approach is also referred
to as behavioural user profiling [17]. A natural way to model these
behaviours is through graphs, where edges can easily describe the
interactions between users, represented by nodes. In this light,
Graph Neural Networks (GNNs) constitute the perfect class of
methods to deal with data represented by graph data structures.
Recent studies have demonstrated the effectiveness of GNNs in
modelling graph data on several domains, such as recommender
systems [16], natural language processing [35], text mining [31], as
well as user profiling, in particular CatGCN [8] and RHGN [34].
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Generally, existing approaches evaluate user profiling models
based on the effectiveness of a classification task at predicting a
user’s personal characteristics, such as the purchasing level, gender
or age. In my thesis, I aim to look beyond the usual accuracy-based
approaches by developing a GNN-based behavioural user pro-
filing framework which takes simultaneously into account the
perspectives of fairness, explainability and privacy in order to feed
a downstream recommender systems and provide suggestions and
tailored explanations to the end-users having different profiles
through an adaptive and personalised user interface.

The main challenge I want to address within my Ph.D. project is
to leverage GNN models to produce fair user representations for
graph structures representing several types of relations between
nodes, having furthermore the ability to explain the motivation lay-
ing behind each representation, in terms of interaction importance.
Adopting GNNs to reach fair results is not a common solution. Even
though they are proved to be successful in classifying user profiles,
as any machine learning models trained on historical data, GNNs
are prone to reproduce in their outcomes the biases learned in such
data. This phenomenon is mostly due to the topology of graph
data structures and the conventional message-passing process of
GNNs, which can amplify discrimination because nodes of the same
sensitive attribute are more likely to be linked to each other than
those of different values [29]. Algorithmic fairness is an increasingly
emerging topic for decision-making systems. Many works has been
already published about methods to detect and mitigate biases pro-
duced by machine learning models [5, 7], but only a few of them are
related to fairness on GNNs, especially for user profiling models,
such as FairGNN [10].

Another rising topic for automated systems is explainability,
mainly after the term “Explainable AI” (XAI) being coined in 2017 [13].
It is a key research area having the goal of exposing artificial in-
telligence (AI) models to humans in an interpretable manner [30],
taking care of specific regulations, such as EU GDPR, which explic-
itly require users to be able to understand why and how a particular
result from a system is obtained. Despite the heated debate within
the AI community about whether the continuous and persistent
search of interpreting how a system works to the end-users is really
needed, I consider explainability significant for the framework I
am developing for two main reasons, according to Miller [21]: (1)
trust, because people cannot just get the results, or at most read
some statistics about the model performance, and believe a deci-
sion is correct; (2) ethics, because we should always prove that a
developed system is not producing discrimination of any kind. Even
though the latter point closely connects the concepts of explainabil-
ity and fairness, not much work has been published considering
both of these aspects at the same time. Just as the development of
explainable user models, except for some recent work [4], remains
an almost open research challenge to tackle.

Strictly related to the desire of building a valuable, interpretable
system, there is the need to develop an understandable and easy-
to-use user interface (UI), which is currently one of the weakest
points of research in the XAI field [1]. UIs play a fundamental role
in providing the right explanations to the end-users in order to have
a real user-centric experience, even more than implementing the
system itself inmany cases. Much research about innovative human-
centred explainable AI systems has been recently done [20, 21].

However, a common issue in this context is to create UIs following
the one-fits-all paradigm, meaning that all the users get the same
explanations, without considering their different profiles, that are
often related to different knowledge, background or expertise.

In addition to the above, the further perspective faced in my
thesis considers privacy concerns in specific contexts, with the goal
of developing a method to protect personal data while at same time
allowing a meaningful use of the available data for the intended pur-
pose. Despite privacy issues in personalised systems being under
study for a long time [18], it is in the last years that more empha-
sis has been placed on this question, as users were never really
aware of the problem before, especially about what personal data
is being used and how securely it is stored [2]. In such a scenario,
implementing systems and methodologies that guarantee personal
data protection and privacy by design is extremely important, even
mandatory in certain circumstances and under specific regulations,
and again we can take EU GDPR as an example.

3 RESEARCH GOALS AND METHODOLOGY
The focus of the thesis is to develop a graph neural network-based
model for behavioural user profiling whose resulting user models
are applied as the input of a recommender system, acting as a bridge
with an adaptive and personalised user interface implemented to
provide tailored explanations to the end-users depending on their
specific user profiles. Once the whole framework is implemented,
evaluation of the behavioural user profiling models, as well as of the
recommender system, will be carried out mainly on academic graph
data, such as the Open Knowledge Research Graph (ORKG) [3].
These kind of sources include information about researchers, sci-
entific papers they published and projects they are involved in, in
order to develop specific use cases, such as creation of researcher
user profiles or scientific paper or expert recommendation.

The intended framework resulting from this work, whose ar-
chitecture is shown in Fig.1, deals with three “beyond-accuracy”
perspectives:

• Privacy, to study how to intervene on graph data structures
of specific privacy-related contexts and provide methods
to make that data available as input without neither expos-
ing personal user information nor corrupting the profiles
creation and system performances;

• Fairness, to build user representations that are free of any
inherited discrimination which could affect the downstream
recommendations by developing debiasing approaches to be
applied on state-of-the-art GNN-based user profiling models;

• Explainability, to produce understandable descriptions of the
framework results, both for user profiles and recommenda-
tions, mainly in terms of interaction importance; the expla-
nations are not the same for all end-users, but tailored to the
different profiles, in order to serve a concrete human-centred
experience.

Around the outlined challenges, I formulate the following re-
search questions, which define the main contributions of the doc-
toral research:

• RQ1 How can we guarantee personal data protection on a
graph data structure while avoiding to affect user models
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Figure 1: Overall architecture of the framework. Highlighted areas represent the modules developed to address each corre-
sponding RQ.

construction and retaining the performance of the recom-
mender system built upon them?

• RQ2 How do we build fair user representations from GNN-
based user profiling models to keep the input of the down-
stream recommender debiased?

• RQ3 How can we personalise user interfaces to adapt the
explanations to the needs, demands and requirements of
different end-user profiles, considering their distinct knowl-
edge, background and expertise?

To tackle the privacy perspectives and thus answering RQ1, it
is needed to consider the aspects that make it challenging. In par-
ticular, user de-identification can be either full or partial, and it
can also change dynamically over time. This is due to the fact that
users decide whether to provide their explicit consent to the use of
personal data, and modify the taken decision at any time. Moreover,
as visible in Fig.1, the privacy process is not due for every input
dataset. I thus introduce a strategy for pseudonymisation with the
goal to dynamically transform entities and attributes of the original
graph data structure, so that any person processing the data cannot
identify individuals but can work with the data at hand in a sensible
and meaningful manner. Pseudonymisation refers to the process of
de-identifying a data subject (i.e. an individual) from its personal
data by replacing personal identifiers (i.e. informative attributes
that can allow the identification, such as name and email address)
with the so called pseudonyms (also referred to as cryptonyms or
just nyms). The choice of pseudonymisation is supported by legal
and technical grounds: it is indeed defined within the EU GDPR
(Art.4(5)) and recommended by the U.S. National Institute of Stan-
dards and Technology (NIST) as the best practice for protecting
personal data. A number of pseudonymisation techniques can be
applied to de-identify users and their attributes depending on the
specific dataset, application and context we are dealing with. So,
the main idea is to develop a module for the pseudonymisation pro-
cess that is flexible and easily adaptable to different environments
and domains. One final observation about this perspective: even
if it is arguable that publicly available data (e.g. scientific publica-
tions in academic domain) are not classified as personal data, and
hence not strictly subject to de-identification, several guidelines

for the use of pseudonymisation solutions, such as the one pub-
lished in 2018 by the German Society for Data Protection and Data
Security [24], specify that when pseudonymisation is utilised as a
technical protective measure, any possible risk of re-identification
of an individual must be removed, by decoupling personal infor-
mation from other data or properly handling those, for instance
by generalising attribute values linked to the user (e.g. research
interests).

The research on the fairness perspective (RQ2) starts with an
in-depth study of the literature on GNNs. Several different meth-
ods and applications has been reviewed in order to find the best
possible architectures to apply within the framework. Generally,
Graph Neural Networks are deep learning models that capture the
dependence of graphs via message passing between the nodes of
graphs [38]. Variants of GNNs differ to each other mainly for two as-
pects: (1) the type of graph structure on which they are built, and (2)
the computational modules employed by the neural model. Given
the framework being mostly applied in domains where both graph
entities and the interaction between them are of different types
(e.g. academic data), I consider the usage of GNNs models working
on heterogeneous graphs. Concerning computational modules, for
the same reasons, I select GNNs including convolution or attention
operators, which have been proved to be efficient in aggregating
information from neighbors, and skip connection operator, used
to gather information from historical representations of nodes and
mitigate the over-smoothing problem. The final framework design
could also consider to include multiple GNNs which work one at a
time to provide the best results.

The specific focus of the fairness part of the thesis is on the
notion of disparate impact. Also known as adverse impact, it refers
to a form of indirect and often unintentional discrimination that
occurs when practices or systems seem to apparently treat people
the same way [14]. It concerns with situations where the model
disproportionately discriminates certain groups, even if the model
does not explicitly employ the sensitive attribute to make predic-
tions but rather on some proxy attributes [32]. This happens with
GNNs, where user models are created by aggregating information
from neighbours and the sensitive attribute is not explicitly taken
into consideration during classification. Assessing disparate impact
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is beneficial when a linkage in training data between the target
label and the sensitive attribute is unclear [37]. Metrics to take into
account when evaluating a model’s disparate impact are, among
others, statistical parity [11], equal opportunity [15] and overall
accuracy equality [6]. Furthermore, in scenarios where it is hard to
define the correctness of a prediction related to sensitive attribute
values, it is worth to argue that assessing disparate mistreatment
should be required. This concept is particularly significant in con-
texts where misclassification costs depend on the group affected
by the errors and can be evaluated through treatment equality met-
ric [6]. Only few work has been done to date to develop fair GNN
models, especially for user profiling task, and the most successful
approach seems to be the adoption of an additional GNN estimator
for the sensitive attribute [10].

The third research question (RQ3) addressed in this work relates
to the explainability perspective. On one hand, the need is to provide
interpretation for the results of the user profiling model. Explaining
interaction importance is not (yet) a common desired achievement
for general GNN models, but some work has been published in the
chemical field [9], exploiting a layer-wise relevance propagation
method. An interesting and challenging approach is surely to adapt
this concept to different GNNs in different domains, while compar-
ing the outcomes with well-established techniques for producing
post-hoc explanations for GNNs [36]. On the other hand, the key
is the design of an adaptive and personalised user interface (UI)
able to show the right explanation to the right user, given his/her
profile characteristics. The notion of “right” or “good” explanation
is continuously under study in the human-centered research area:
results in this direction show, for instance, that different goals and
cognitive capabilities affect the perception of explanation [21] and
different users require different explanation details [20], while at
the same time different individual characteristics can change the
perception of transparency [12] or even lead to preferring to have
no explanation at all [33]. Through extensive user studies, the aim
is to design and implement a UI providing tailored explanations to
the end-users which maximises their expectation and satisfaction.

4 RESULTS AND CONTRIBUTIONS TO DATE
In the initial two years of the doctoral studies, I started the research
in all the three areas defined by the research questions previously
described. In the following, I will list the results and contributions
to date:

• For privacy perspective (RQ1), I developed a first pseudonymi-
sation approach for privacy-preserving recommendations on
academic graph data and evaluated the performance preser-
vation in terms of precision. The paper has been published
in Computers journal in 2021 [28].

• For fairness perspective (RQ2), in close collaborationwith Dr.
Ludovico Boratto of the University of Cagliari, I conducted
an assessment of fairness in state-of-the-art GNN-basedmod-
els (i.e. CatGCN [8] and RHGN [34]) for behavioural user
profiling tasks, in terms of both disparate impact and dis-
parate mistreatment. The work will be submitted at CIKM’22.

• Concerning both fairness (RQ2) and explainability (RQ3), as
a first attempt to embrace both the two perspectives together,
I designed and implemented a system with the scope to show

how the use of these techniques can lead to the growth of a
domain expert’s trust and reliance on an AI system. A novel
“Trust&Reliace Scale” to evaluate XAI systems has been pro-
posed in the paper, which is at present in the rebuttal phase
for the publication in IJHCI journal, after being accepted
with minor revision.

• Regarding the study and investigation of adaptive and per-
sonalised user interfaces (RQ3), I carried out a user study
among researchers belonging to various research fields to
evaluate how two different explainable UIs, providing ex-
planations for the outcomes of a recommender system for
scientific papers, are perceived, in terms of understandability,
trust and user satisfaction [26]. This work has been presented
at IntRS Workshop 2021.

• Following the path of the work at the previous point, in order
to extend to the community the line of research on designing
adaptive and personalised explainable user interfaces (RQ3),
we proposed and organised the APEx-UI Workshop at IUI’22
conference [27], in collaboration with Prof. Cataldo Musto
and Prof. Pasquale Lops, both from the University of Bari,
which has been well welcomed. Held on March 21, 2022, we
had around 30 participants and the pleasure to host keynotes
by Prof. Katrien Verbert and Prof. Denis Parra.

5 CURRENT STATUS AND FUTUREWORK
As of time of writing this paper, I almost clearly defined what are
the key references of the doctoral study to put in the dissertation,
and the participation in the doctoral consortium will help me to
finally set the research questions.

The future steps of the work, planned for the next 18 months,
are illustrated below:

(1) Extend the assessment of fairness of GNN-based user pro-
filing models with a full characterisation of potential biases
produced by the analysed state-of-the-art approaches by
increasing case studies and considered domains.

(2) Develop the debiasing and explainability modules of the
framework, as well as the automated pipeline connecting
all the components displayed in the illustrated architec-
ture (Fig. 1).

(3) Continue the research on adaptive and personalised UI de-
sign, leveraging the results of APEx-UI Workshop, by per-
forming new user studies in that direction.

(4) Revise the pseudonymisation approach to be applied to the
different domains and case studies analysed for the other
perspectives of the doctoral project.

In conclusion, at this point in my doctoral journey, I wish to
have a successful academic career, and so I am aiming to pursue
the Ph.D. as proficiently as possible. However, my previous work
experience and current position at the research center, allow me to
consider a possible future in the industry, where I would still aim
to work in research.
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