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Abstract

In the supply chain industry, information retrieval can be defined as finding relevant
suppliers given a demand. Information retrieval is finding relevant information from the
available noisy data by ranking the information based on its relevance to the requested
query. Learning to Rank (LTR) solves information retrieval tasks using Machine Learning.
LTR consists of three approaches referred to as pointwise, pairwise and listwise. In this
thesis, we explore whether the use of ranking models that require extensive manual feature
generation is justified in the supplier search context. Therefore, all three approaches are
experimented by using traditional machine learning algorithms and neural networks to find
a ranking model that ranks the relevant suppliers at the top, given the specific demand.
One of the challenges is the class imbalance of the dataset, which is tackled using various
sampling strategies, and the sampled data is used to train the respective ranking models.
A user study involving domain experts is conducted to choose the best performing model,
along with measuring the performance of all the ranking models on a test set using the
evaluation metrics Precision@k and Mean Average Precision. Furthermore, this thesis
aims to justify the use of self-explanatory features. The results show that a basic model,
i.e., a random forest classifier with fewer self-explanatory features, is preferred by the
ranking systems involving human-in-the-loop. However, having just one ranking model
fails to generalize over all the demands as the demands belong to a wide range of domains.
An explainable AI module to know the feature importance is implemented to gain insights
from the ranking models, which helps to develop the next set of features for the next
version of the ranking models.
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1 Introduction

Data is in abundance. One of the challenges is to find relevant information from this
plethora of data. This is where information retrieval (IR) comes into the picture. Infor-
mation retrieval stands for retrieving relevant information as per the requirement. One
use-case is from the supply chain industry, where finding relevant suppliers of the required
item is like finding a needle in a haystack. Elaborating further, manufacturers depend on
various suppliers when building their products. For example, a car manufacturing com-
pany would require rubber tyres, and querying noisy internet data to find suitable suppli-
ers of rubber tyres is time-consuming. Scoutbee is a company that operates specifically
in the procurement space, and it provides, as a service, a long list of potential suppliers
for a particular requirement demanded by a customer.

When a demand is made, a query is formulated. The list of potential suppliers retrieved
is further filtered and sorted by a ranking model. Overall, for this problem statement,
the input space consists of a list of candidate suppliers associated with a demand (query),
the hypothesis includes a scoring function, a loss function based on evaluation measure,
and the output space contains the ranked list of suppliers.

BM25 [Rob97] is a traditional ranking function with its share of advantages and disadvan-
tages. When machine learning is used for ranking, it is a Learning to Rank (LTR) [Liu11]
problem. LTR can be solved using one of the three approaches, viz. Pointwise, Pair-
wise, and Listwise. In this thesis, the advantages of the BM25 model are exploited in
the feature generation part of the ranking architecture. These generated features are
then used to build machine learning, and deep learning models for the three LTR ap-
proaches.

The ranking problem is also solved by the Google search engine where, given a query,
a list of websites is displayed, with the topmost one being the most relevant concerning
the query [PBMW99]. On the other hand, the e-commerce business Amazon deals with
the ranking of the products when a customer queries it with a focus on sales conversion
along with relevancy [P18]. Both cases address ranking in information retrieval, and
similar to most IR systems, they lack an explanation for the provided rankings. Thus,
leaving transparency out of the process. According to the SWIRL report [CDS18] and
[OGGdR+21], transparency is one of the issues that must be addressed by the IR com-
munity. Hence, one of the areas of focus for this thesis is explainability, which would
explain why and how a particular item was ranked at a particular position. The insights
gained from the explainability feature will not only provide transparency in the entire
ranking process for the stakeholders, making the ranking process more reliable but can
also be leveraged in guiding further ML-based feature generation and modeling by the
developers.
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1.1 Motivation

The data-driven intelligent systems nowadays rely less on hard-coded rules and more
on examples and human feedback. These humans are, in most cases, non-technicians
but can be domain experts. The technicians or programmers build a bridge between
human feedback and the intelligence that drives the data-driven applications. “A set
of strategies that combine human and machine intelligence is called human-in-the-loop
machine learning” [Mon21]. The human-in-the-loop contributions can assist the machine
learning models, increase the accuracy of the machine learning models, and make machine
learning models more efficient and reliable.

The problem this thesis is trying to solve is that given a demand and a list of potential
suppliers, the ranking model should provide an ordered list of the suppliers, with the most
relevant suppliers at the top. The problem statement is denoted in the first three blocks
of the Fig. 1.1

Figure 1.1: Ranking model with human-in-the-loop. The demand consists of de-
mand_properties and an associated list of suppliers, which is consumed by
the ranking model. The ranking model sends the ranked suppliers based
on the demand to the domain experts, who will then provide the curated
supplier list to the customer.

However, the top N suppliers are not directly considered as the final list of the suppliers
for the given demand. Instead, domain experts go through the ranked list and mark the
suppliers as relevant and irrelevant until the required number of suppliers is found. These
domain experts act not only as the stakeholders but also as the human-in-the-loop for
the ranking model. Their significant contribution is to make the ranking model more
accurate by annotating the suppliers, which further generates labeled training data. The
primary motivation of this thesis is to reduce human efforts by building a precise ranking
model.

Learning to Rank (LTR) for information retrieval is an approach to solving information
retrieval tasks using machine learning, and many surveys have been done in the field of
LTR for information retrieval [HWZL08], [CZH+12], [GDR16]. These surveys provided a
direction for the thesis to experiment with various ranking approaches in an attempt to
address the aforementioned problem statement.

Explainability in machine learning (xAI) [GA19] deals with making the machine learning
models more transparent [ADRDS+20]. It has helped to ensure impartiality in decision-
making, directed the provision of robustness, and to some extent provided trustworthi-
ness [ADRDS+20]. These three points have been surveyed already [AB18]. There
already exists some research surrounding the point of obtaining insights from explainabil-
ity [LEC+20], [KWG+18], [LNV+18]. There is not much research available when it
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comes to explaining the rankings predicted by the ranking models apart from [VG19],
[ZWB+20], [SWKA20].

Considering the example with the demand for rubber tyres, additional criteria for suppliers
operating at a particular location may be demanded. This requirement for a product
at a particular location makes the demand multi-faceted, and providing explanations
becomes even more necessary. This motivated the thesis to explore explainability in
ranking to some extent. Self-explaining models are the models in which explainability
plays a key role already during learning [AMJ18]. In this thesis, the generation of self-
explanatory features provides a way to build self-explaining models. Explainability and
self-explanatory features will not only be used to provide transparency to the domain
experts but will also prove as a deciding factor in building the next version of the ranking
model, and this will provide an efficient data-driven solution in curating the final long list
of suppliers.

1.2 Goals

Revisiting the previous sections, the main goal of the thesis is to build a ranking model
that could reduce the manual efforts required to curate the long list of suppliers for a
particular demand. Ideally, the ranking model should be so efficient and reliable that
the role of domain experts in the Fig. 1.1 is completely eradicated. However, it would
be an over-ambitious goal. Hence the narrowed-down goal of this thesis is to build a
ranking model that provides the majority of the relevant suppliers at the top, which
would reduce the manual efforts put in by the domain experts in reviewing the suppli-
ers.

Although machine learning models have provided much impetus to data-driven appli-
cations, there is a demand for explainability [PHB+18]. This brings us to the second
goal of the thesis, which is to answer why a ranking model assigned a particular sup-
plier with a specific relevancy score, in the ranked list of suppliers, for a particular de-
mand.

This thesis is not trying to reinvent the wheel but is built on top of the research al-
ready conducted in the research area of LTR for information retrieval with an add-on
of explainability. There already exists a plethora of theoretical as well as experimental
surveys for LTR for information retrieval. However, most of them are done on benchmark
datasets. The major challenge with benchmark datasets is that they may not capture
all the nuances in the model compared to the real-life data that drives the intelligence
of data-driven applications. Thus, this thesis will capture the pros and cons of different
LTR approaches when applied to real-life data.

Conventional machine learning and deep learning models will be experimented with, with
all the three Learning to rank (LTR) approaches (Pointwise, Pairwise, and Listwise). Fur-
thermore, SHAP (SHapley Additive exPlanations) [LL17] values will be plotted for each
model to interpret their predictions. A systematic overview of LTR using conventional
machine learning models, LTR using deep learning models, and xAI in the form of SHAP
plots and exploitation of the self-explainability of the ranking model will be done in this
thesis. Along with this, the results provided by each ranking model will be critically
discussed and analyzed.
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The thesis not only aims to build a model-driven solution but also a product-oriented
one [KKH22]. Hence, this thesis touches on the machine learning lifecycle [ZCD+18].
There is a lot of hidden technical debt that needs service when it comes to Machine
learning models [SHG+15]. One way to overcome one of the debts is by tracking all the
ML experiments in such a way that, at any given time, any model whose results are
interesting can reproduce the behavior. Along with this, a thorough analysis of all the
results with the domain experts in the loop motivated the third goal of this thesis to
develop a product-oriented solution.

To summarize, the work presented in this thesis aims to leverage the explainability of all
the experimented ranking models, with each ranking model being easily reproducible and
maintainable, to gain further insight towards improving the ranking model—these goals
led to the formulation of the following research questions.

1.3 Research Questions

"Occam’s razor is the problem-solving principle that entities should not be multiplied
beyond necessity" [Hey97]. It can be approximately paraphrased as, ’always go with
the simplest approach in case of equally good solutions.’ When it comes to machine
learning, what is more important than choosing a powerful algorithm, is to know what to
include and what to not in the model. In this work, this means that even if the simple
ranking models do not out-perform the complex ranking models, they will at least perform
similarly to the complex ranking models. This will be answered by the following research
question.

• RQ1 Will simpler models with fewer features yield better explainable results and
thus be preferred in LTR problems with human-in-the-loop?

In this era, it is not sufficient to just build an accurate model but a model which could
answer the question ’Why this prediction?’ to some extent. To assist the domain experts,
just providing a ranked list of suppliers is not enough. A ranked list of suppliers and
some intuition as to why the ranking model considered a particular supplier to be at a
particular position in the ranked list is required. The previously mentioned goal of the
thesis to provide transparency in the ranking pipeline is particularly interesting. This is
because if this goal is achieved, the benefit of answering the following research question
will accrue.

• RQ2 Can gained explainability be leveraged to improve the feature generation of
the ranking model?

In most of the tasks, building a generalized machine learning model which is universally
valid is very difficult [SPM19]. Hence, various ensemble techniques are implemented.
It would be interesting to see if one generalized ranking model is enough to solve the
demand-supplier ranking problem. This formulates into the following research ques-
tion.

• RQ3 Can one ranking model generalize well on all of the demand-supplier sets?
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1.4 Research Methodology

The data used in this thesis consists of demand with an associated list of suppliers. Each
of the suppliers is assigned a label as relevant or irrelevant. The task is to use this binary-
labeled data to learn the ranking of the suppliers concerning a demand.

Various models trained on differently sampled data with different sets of features are
experimented with to solve the aforementioned ranking problem. These sets of features
may differ in the following ways, the way the features were generated in a set, whether
or not a feature selection algorithm was applied to them, and the number of features in
a set. To answer the RQ1, models trained on different sets of features are compared.
Each model is also passed to the explainability module that will state the importance
of the features for the respective model. This knowledge about feature importance will
be exploited to gain further insights for feature generation, and this will be an attempt
to answer the RQ2. Each demand is different in a certain way. Hence, a granular level
analysis of the outcomes obtained from the ranking models is conducted on the demands
on which the various ranking models were tested. The finding from this analysis can be
used to answer the RQ3.

1.5 Thesis Outline

Describe the structure of this document.
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2 Related Work

This section gives this thesis a steady piece of land to stand on, as the vast landscape of
various experiments to solve the aforementioned ranking problem is explored.

’Learning to Rank for Information Retrieval’ [Liu11] can be considered the holy grail for
LTR. This literature laid a strong foundation for building this thesis. Its content ranges
from the introduction of the ranking problem and defining LTR approaches to implement-
ing the various LTR approaches on the LETOR dataset [TTJ+07]. The performance of
various approaches on the LETOR dataset is drilled down, which allows comparing these
findings with the findings of this thesis which uses real-world data. Apart from this, one
of the tasks mentioned as future work was giving more importance to feature engineering.
This gave a direction to this thesis which has feature engineering and features analysis as
the major area of focus.

Addressing the task of feature engineering in the future work of the above-mentioned tuto-
rial [Liu11], a survey on feature selection for LTR has been studied in [SK18]. The paper
divides the feature selection approaches into three categories, i.e., Filter-based, Wrapper,
and Embedded Methods. Some of the algorithms belonging to each of the categories
have also been explained in depth in this paper. The paper explains all the feature selec-
tion approaches theoretically and shows the effect of feature selection approaches on the
OHSUMED dataset [HBLH94] where RankSVM [Joa06] was used as an LTR approach.
In this thesis, some of the feature selection methods described in [SK18] have been imple-
mented, and the effect of feature selection methods on the traditional machine learning
based pointwise LTR approach is shown. This led to the choosing of a new approach to
solve the LTR problem.

Selecting an algorithm to implement the various LTR approaches needed thorough re-
search. One of the research works is conducted by Ibrahim et al. in the paper ’Compar-
ing pointwise and listwise objective functions for random-forest-based learning-to-rank
[IC16]. This paper compared random forest based pointwise, listwise, and a hybrid LTR
approach extensively on six smaller to moderate size datasets and two large datasets us-
ing NDCG@10 and MAP. In some cases, random forest listwise and random forest hybrid
approaches outperformed random forest pointwise. However, the performance difference
was not so significant except in some cases of random forest hybrid. Experimenting with
hybrid approaches is beyond the scope of this thesis. Hence, the random forest based
pointwise approach is only explored in this thesis.

Selecting the algorithm for the pairwise approach is based on [QKF20], where Qo-
mariyah et al. solved a personalized recommendation task using various learning to
rank approaches for the IMDB movies dataset by Kaggle. In the experiments, the
pairwise approach outperformed the pointwise and the listwise approaches. All the ap-
proaches were implemented using the ranking module in XGboost [CHB+15]. In this
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thesis, the pairwise approach, which is LambdaMART [Bur10] is implemented using XG-
boost.

Google released the open-source library, Tensorflow Ranking [PBW+19] which claims to
solve large-scale LTR problems and is deployed into production for solving some rank-
ing tasks at Google. In this thesis, this deep learning based framework for LTR is
used to implement the pointwise, pairwise, and listwise approaches using Neural net-
works.

Like the machine learning models, while building the ranking models, hyperparameter
tuning of the models is done. Van et al. [VRH17] demonstrated the importance of hyper-
parameters while building Random forest and Adaboost in a classification setting. They
experimented with the importance of the respective hyperparameters for the two ML mod-
els across 100 datasets. They concluded their work by jotting down the important hyper-
parameters, and this thesis deals with random forest. So the hyperparameters that are se-
lected for tuning the random forest model are the top four hyperparameters as per the con-
ducted survey on hyperparameters. However, not much relevant research has been based
on hyperparameter tuning pairwise and listwise approaches.

Another issue that needs to be tackled is the class imbalance nature of the datasets, as a
small fraction of the available information is relevant. In the paper [IC14], the imbalance
nature of LTR opensource benchmark datasets has been investigated. In an attempt to
reduce the training time which is considered, a focused investigation of undersampling
of irrelevant documents using a random approach and a more deterministic approach is
conducted, which reduces the amount of training data and thus an overall reduction in
the training time. Even though, in this thesis, training time reduction is not a priority
to solve, the class imbalance nature of the opensource benchmark dataset for LTR tasks
is very well reflected in the demand-supplier dataset that is consumed by the ranking
model. That being said, out-of-the-box ML engineering problems like class imbalance
should be used to improve the quality of the training data, which in turn will lead to the
development of more accurate and more reliable ranking models is one of the main focus
of this thesis. Implying LTR-based ranking models using various sampling techniques are
thoroughly compared.

As the title of this thesis suggests leveraging the explainability of the ranking models,
the last component of this thesis is the xAI module. Interpretability of Machine learning
models is like flossing. Everybody knows it is important, but only some do it. Christoph
Molnar [Mol18] has classified machine learning interpretability into two types, post hoc,
where interpretability techniques are applied after training the machine learning models,
and intrinsic, where self-explanatory Machine learning models are built. This classifi-
cation forms the basis of [DLH19] where a further clear distinction between local and
global interpretability is explained, and [ZWB+20] where an intrinsically interpretable
LTR model is built using Generalized additive models(GAMs). In this thesis, we try to
incorporate explainability as explained in these papers.
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3 Concepts

This chapter gives an overview of all the concepts starting from defining information re-
trieval, one of the most traditional ranking functions BM25, to recent ranking methods
using LTR. Further it explains the evaluation metrics and is concluded with the explana-
tion of the SHAP values calculation.

3.1 Information retrieval

Finding the information of interest from this plethora of data could have been a never-
ending task had it not been for systems that find relevant information. In the context of
this thesis, this system is an information retrieval system.

"Information retrieval (IR) is finding material (usually documents) of an unstructured na-
ture (usually text) that satisfies an information need from within large collections (usually
stored on computers)" [MRS10].

In simple terms retrieving relevant information as per the need is information retrieval.
To retrieve relevant information, a scoring mechanism is needed, which is done by ranking
in information retrieval.

Conventional ranking models in IR can be divided into two types, Query-dependent rank-
ing models that retrieve documents based on the presence of the query terms in the
documents and Query-independent ranking models that rank documents based on their
self-importance [MRS10]. In this thesis, the problem statement is to rank suppliers based
on the demand, where a demand corresponds to a query and the suppliers correspond
to the documents. Implying an interest on Query dependent ranking models. The most
basic model is the Boolean model [BYRN+99] which will just answer whether the supplier
is relevant or not for the given demand with a limitation of not being able to answer how
much the supplier is relevant for the demand. This is solved by Vector Space Models
(VSM) [BYRN+99] in which the suppliers and the demands are represented as vectors
with Tf − IDF weighting.

Tf (t, p) =number of times term t occurs in a supplier p

IDF (t) = log S
sft

S =total number of webpages

sft = number of webpages with term t

The assumption of term independence is overcome by Latent Semantic Indexing (LSI)
[DDF+90] which maps the vector representations to a latent space using Singular Value
Decomposition (SVD). The following section explains the probabilistic ranking model
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BM25 [Rob97] which does not use the ground truth at all, which is used for feature
generation in this thesis.

3.2 BM25

BM25 [Rob97], as a scoring method, allows sorting by relevancy based on the score given
by the equation 3.1.

Given a demand d, containing the terms t1,....,tN , the BM25 score for supplier webpage
p is calculated as follows:

BM25(d, p) =
N∑
i

IDF (ti).T f(ti, p).(k1 + 1)
Tf(ti, p) + k1.(1− b + b.Len(s)

avsl
)

(3.1)

where Len(s) =number of words in a webpage s

avsl =average length(number of terms) of webpage

b and k1 are free parameters

In conventional IR models, there are free parameters that need to be tuned. Consider the
equation 3.1 of BM25 model, b and k1 need to be tuned on a validation set. However,
to tune them is not so trivial considering the fact that the IR evaluation metrics 3.6 are
non- differentiable and non-continuous w.r.t the parameters. The traditional information
retrieval approaches don’t make use of feedback. In our case, the feedback from the
domain experts is present in the form of whether a supplier is relevant or irrelevant for
a demand. Machine learning has proven to be effective when it comes to automatically
tuning parameters, and hence, applying machine learning to solve the aforementioned
ranking task seems reasonable.

3.3 Machine learning

"Machine learning is the study of computer algorithms that allow computer programs to
automatically improve through experience" [MM97].

Based on the availability of the ground truth, machine learning can be classified into
supervised (when the ground truth is present) and unsupervised (when the ground truth
is absent). The demand-supplier data consists of ground truth in the form of relevancy of
the supplier with respect to the demand, narrowing down the usage of machine learning
to supervised learning. Deep learning is a subfield of machine learning that uses neural
networks. In this thesis, all the algorithms are divided into neural networks based, and the
ones which do not use neural networks for learning are considered traditional/conventional
machine learning based.
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3.3.1 Neural Networks

Artificial neural networks, also known as neural networks and the most basic unit of
a neural network, i.e., perceptron [Ros58] were proposed by Rosenblatt, the pioneer of
neural networks, in 1958. A single layer perceptron for one instance s1 from the Table 3.3
is shown in the Fig. 3.1, the equation of which is:

ŷ = g(W T s1) (3.2)

where W is a vector of all the weights wn=1,2,3..5 and s1 is vector of dimension n and s11
denotes the value of f1 in s1, and g is an activation function that "defines the output of
a node given the input".

Figure 3.1: Single layer perceptron

A single layer perceptron has a limitation that it cannot solve non-linearly separable
problems, which can be very well proved by taking the example of the XOR function,
which cannot be represented by a single layer perceptron [GBC16]. This led to a solution
in the form of a multi-layer perceptron, which is shown in the Fig. 3.2. The equation
to get the output ŷ by the multi-layer perceptron, which is an extension of eq. 3.2 is as
follows: (For simplicity W = W T )

ŷ = g(W outg(W 1g(W 0s1))) (3.3)

where W l is the weight for the layer l-1 and in our example there is one input layer
l = 0, one output layer l = out and two hidden layers l = 1 and l = 2. g is a non-
linear activation function as stacking linear functions will make the entire network lin-
ear. The most common non-linear activation functions are sigmoid, where g(z) = 1

1+e−z
,

tanh, where g(z) = ez−e−z
ez+e−z

. However, the default non-linear activation function in most
of the systems is relu, where g(z) = max {0, z} as it is closely linear [GBC16]. For
simplicity, the bias b is not considered. However, after adding bias, the equation will
become,

ŷ = g(W outg(W 1g(W 0s1 + b0) + b1) + bout) (3.4)

Multi-layer perceptrons are also known as feedforward neural networks, and these are the
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Figure 3.2: Multi-layer perceptron

type of neural networks that are explored in this thesis. All the neural networks in this the-
sis are implemented using the open-source library TensorFlow (TF) 2.0 [AAB+15].

When machine learning is applied to build a computer program that would rank the
suppliers according to the demand based on previous demand-supplier data, it can be
said that the suppliers are ranked using the Learning to Rank (LTR) approach. The
various LTR approaches are explained below after explaining the ranking problem this
thesis is trying to solve.

3.4 Bipartite ranking

In the Bipartite ranking problem, instances belong to either of the binary classes (+
(positive) and - (negative)), and the aim is to learn a ranking function that scores
the + positive instances with higher values than the - negative ones [Aga05]. The fol-
lowing example differentiates the bipartite ranking problem and the classification prob-
lem.

Figure 3.3: Bipartite ranking vs. Classification. The arrow is heading towards high.
There are 2 positive and 2 negative instances and two functions f1, f2 which
rank them and classify them with thresholds t1 and t2 respectively
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Considering the example in Fig. 3.3, if f1 and f2 were classifiers then the classifica-
tion error for both of them would be 1/4. However, when it comes to ranking, f2
is better than f1 as it has positive instances at a higher rank than the negative in-
stances.

In this thesis, we are dealing with bipartite ranking.i.e. in the demand-supplier data, the
suppliers have binary library 1,0 to denote their relevancy to a demand.

3.5 Learning to Rank (LTR)

Training data

d1

s1
(1)

s2
(1)

sm(1)
(1)

.
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Test data Predictions
Figure 3.4: LTR Framework [Liu11]. The training data consists of n demands di(i =

1, ..., n) and associated supplier vectors s(i) =
{
s

(i)
j

}m(i)

j=1
m(i) is the number

of suppliers associated with a demand di. y(i) denotes the relevancy of the
suppliers. A learning system is used to obtain the model hypothesis h from
the hypothesis space. The hypothesis h is implemented along with a scoring
function f. h(s) = sort(f(s)). The scoring function provides a relevancy
score to each supplier, and this score is used for sorting the suppliers to
obtain the ranked list of suppliers.

Restating the definition of LTR, LTR is applying machine learning to solve the ranking
problem. [Liu11] states that the two important properties for any ranking method to be
classified as a Learning to Rank method are:
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• Feature based

Each supplier is represented by feature vectors. In LTR methods, an optimal way
of combining these features is learned.

• Discriminative training

The four main components of discriminative training, as mentioned in [Mit99] are
the input space that consists of a list of suppliers (represented by a set of features)
associated with a demand, output space that consists of binary labels 0,1 with value
as 1 when supplier is relevant for the demand and 0 when supplier is not relevant
for the demand, hypothesis space that defines a class of functions that provides
a mapping between the input space and the output space and loss function that
measures the equality between the predictions given by the hypothesis and the
ground truth. Each LTR method has these four components.

Fig. 3.4 depicts the overall workflow of the LTR method for ranking suppliers given a de-
mand. The learning system can be built using various learning-to-rank algorithms. Based
on the four components of discriminative training, the LTR approaches are divided into
three categories, pointwise, pairwise, and listwise. These three approaches are explained
theoretically and with the help of a toy example below.

Consider the following toy example depicted in Table 3.1 in which there are two demands
where one demand has three suppliers, and another demand has four suppliers. This data
mimics the real-world demand-supplier data on which all the experiments in this work
are conducted. The relevancy of each supplier is given in terms of binary labels. The

demands Suppliers relevancy

d1

s
(1)
1 1

s
(1)
2 1

s
(1)
3 0

d2

s
(2)
1 0

s
(2)
2 1

s
(2)
3 1

s
(2)
4 0

Table 3.1: Toy example to explain LTR approaches. IT consists of two demands denoted
by d1, d2. For a demand di, the associated supplier is given by s

(i)
j , where

the lower bound of j is one and the upper bound is number of suppliers
associated with the demand. The ground truth for a supplier to be relevant
or irrelevant for the demand is given by relevancy and consists of binary labels
0,1 where 0 denotes the supplier being irrelevant and 1 denotes the supplier
being relevant.

demands d1, d2 contain the features (text data) as required by the customer to obtain the
suppliers which will fulfill those requirements. The suppliers contain the text data which
is nothing but the website content of the supplier.

Using the demand and content on the website of the suppliers, let’s say five features are
handcrafted. The outcome is represented in the following Table 3.2:
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demands Suppliers f1 f2 f3 f4 f5 relevancy

d1

s
(1)
1 0.15 0.18 0.12 0.08 0.17 1

s
(1)
2 0.19 0.24 0.06 0.19 0.20 1

s
(1)
3 0.07 0.05 0.25 0.16 0.14 0

d2

s
(2)
1 0.12 0.13 0.12 0.13 0.15 0

s
(2)
2 0.16 0.16 0.06 0.19 0.14 1

s
(2)
3 0.13 0.12 0.06 0.16 0.09 1

s
(2)
4 0.15 0.10 0.31 0.06 0.07 0

Table 3.2: 5 handcrafted features {fi}i=1,..,5for each demand in the toy example 3.1

Pointwise

In the pointwise approach, given a demand, each supplier is scored independent of other
suppliers. As the ground truth in this thesis is binary, this task can be considered a
classification task. After training the classifier, during prediction, instead of classify-
ing the supplier as relevant or irrelevant, the probability of assigning the supplier to
the relevant class is used as a score for that particular supplier. This score is used to
decide the position of the supplier in the ranked list of suppliers. This approach does

Instance f1 f2 f3 f4 f5 relevancy
s1 0.15 0.18 0.12 0.08 0.17 1
s2 0.19 0.24 0.06 0.19 0.20 1
s3 0.07 0.05 0.25 0.16 0.14 0
s4 0.12 0.13 0.12 0.13 0.15 0
s5 0.16 0.16 0.06 0.19 0.14 1
s6 0.13 0.12 0.06 0.16 0.09 1
s7 0.15 0.10 0.31 0.06 0.07 0

Table 3.3: Pointwise approach data where no association between the suppliers and the
demand is seen, unlike the data in Table 3.2

not consider the association of suppliers to a particular demand. Hence irrespective of
the demand, each row becomes an instance which is shown in the instance column in
Table 3.3

Pairwise

In the pairwise approach, pairs of suppliers belonging to a particular demand are used to
learn the ranking. This approach models the ranking as a pairwise classification task. This
is done by swapping every supplier that belongs to a particular demand, and the impact of
this swap is used to calculate the new set of labels on which a regressor will be fit. This im-
pact can be calculated by taking any ranking evaluation metric 3.6. This transformation is
applied to the toy example 3.2. This calculated impact is denoted as lambda in the trans-
formed table. The lambda for all the instances is initialized to 0, and all the suppliers are
sorted as per their relevancy. This is shown in the Table 3.4.
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demands Sorted Suppliers f1 f2 f3 f4 f5 relevancy lambda

d1

s
(1)
1 0.15 0.18 0.12 0.08 0.17 1 0

s
(1)
2 0.19 0.24 0.06 0.19 0.20 1 0

s
(1)
3 0.07 0.05 0.25 0.16 0.14 0 0

d2

s
(2)
2 ->s

(2)
1 0.16 0.16 0.06 0.19 0.14 1 0

s
(2)
3 ->s

(2)
2 0.13 0.12 0.06 0.16 0.09 1 0

s
(2)
1 ->s

(2)
3 0.12 0.13 0.12 0.13 0.15 0 0

s
(2)
4 0.15 0.10 0.31 0.06 0.07 0 0

Table 3.4: Pairwise approach data. All the suppliers associated with demand are sorted
in Table 3.2 wrt. to relevancy such that for two suppliers si

j and si
k belonging

to a demand di,j > k, if relevancy of si
j is 1 and relevancy of si

k is 0. The
impact column is denoted by lambda, which is initialized to 0

For simplicity the impact is calculated using prec@k 3.7 with k=2. The algorithm for
transformation is as follows:

1: for each demand di,
2: sort the suppliers based on relevancy
3: for each supplier sij,
4: for each supplier sik,
5: if k>j then
6: swap(sij,sik)
7: calculate prec@2 after this swap
8: prec@2diff = idealprec@2 − prec@2
9: lambda[sij]+ = prec@2diff

10: lambda[sik]− = prec@2diff
11: end if

For demand d1, the ideal prec@2 is 1.0 and if supplier s
(1)
1 is swapped with s

(1)
2 , the

prec@2 remains unchanged i.e. 1.0. The difference in the ideal prec@2 and the computed
prec@2=1.0-1.0=0, hence the lambda still remains 0. If supplier s

(1)
1 and s

(1)
3 are swapped,

the prec@2 changes to 0.5. The difference between the ideal prec@2 and computed prec@2
is 0.5 and lambda for s

(1)
1 becomes 0+0.5=0.5 and for the supplier s

(1)
3 it is 0-0.5=-0.5.

When s
(1)
2 is swapped with s

(1)
3 , the prec@2 is 0.5 which differs from the ideal prec@2 by 0.5

and the updated lambda for s
(1)
2 is 0+0.5=0.5 and for s

(1)
3 , it is -0.5-0.5=-1.0. This is also

done for demand d2 and the transformed table is represented in the Table 3.5. A regression
tree is then fit on this transformed data and tries to predict ’lambda.’ And when multiple
regression trees are fit, the whole algorithm of LambdaMART is formed where MART
stands for Multiple Additive Regression Trees and ’lambda’ in LamdaMART [Bur10]
denotes this impact.

The limitation of the pairwise approach is that the relative ordering between only two
suppliers is considered, which may fail to capture the ordering of all the suppliers in the
final ranked list.
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demands Sorted Suppliers f1 f2 f3 f4 f5 relevancy lambda

d1

s
(1)
1 0.15 0.18 0.12 0.08 0.17 1 0.5

s
(1)
2 0.19 0.24 0.06 0.19 0.20 1 0.5

s
(1)
3 0.07 0.05 0.25 0.16 0.14 0 -1

d2

s
(2)
1 0.16 0.16 0.06 0.19 0.14 1 0.5

s
(2)
2 0.13 0.12 0.06 0.16 0.09 1 0.5

s
(2)
3 0.12 0.13 0.12 0.13 0.15 0 -1

s
(2)
4 0.15 0.10 0.31 0.06 0.07 0 -1

Table 3.5: Pairwise approach data. Transformation of Table 3.4 after applying the trans-
formation algorithm 11

demands Instance Suppliers f1 f2 f3 f4 f5 relevancy

d1 1
s

(1)
1 0.15 0.18 0.12 0.08 0.17 1

s
(1)
2 0.19 0.24 0.06 0.19 0.20 1

s
(1)
3 0.07 0.05 0.25 0.16 0.14 0

d2 2

s
(2)
1 0.12 0.13 0.12 0.13 0.15 0

s
(2)
2 0.16 0.16 0.06 0.19 0.14 1

s
(2)
3 0.13 0.12 0.06 0.16 0.09 1

s
(2)
4 0.15 0.10 0.31 0.06 0.07 0

Table 3.6: Listwise approach data. The training set consists of
{
(s(i), relevancy(i))

}2

i=1

where s(i) =
{
s

(i)
j

}m(i)

j=1
and relevancy(i) =

{
relevancy

(i)
j

}m(i)

j=1
; m(i) denotes the

number of suppliers associated with demand di. Hence, all the three suppliers
belonging to demand d1 form instance 1 and the four suppliers belonging to
demand d2 form instance 2

Listwise

In the listwise approach, the aim is to determine the optimal ordering of all the suppliers
associated with their respective demands. In this approach, the loss function considers
the positions of suppliers in the ranked list of all the suppliers belonging to the same
demand group, unlike pointwise and pairwise.

In the pairwise approach, the training data is transformed, and then the learning takes
place, whereas in the listwise approach, the transformation of ground truth and the pre-
dicted scores takes place, and then the learning takes place. The scores of each supplier
given by the model and the relevancy of each supplier as marked by the domain ex-
perts are transformed into a probability distribution. The learning happens with the
aim of minimizing the difference between the two probability distributions. Permutation
probability and top one probability are the two models for the transformation of the
scores.

Referring to Table 3.6, the transformations of the scores for the suppliers associated with
demand d1 are shown below:
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Therefore, the suppliers to rank are s(1) = (s(1)
1 , s

(1)
2 , s

(1)
3 ) The number of possible permu-

tations for these three suppliers are 3! and are as follows:

(s(1)
1 , s

(1)
2 , s

(1)
3 )

(s(1)
1 , s

(1)
3 , s

(1)
2 )

(s(1)
2 , s

(1)
1 , s

(1)
3 )

(s(1)
2 , s

(1)
3 , s

(1)
1 )

(s(1)
3 , s

(1)
1 , s

(1)
2 )

(s(1)
3 , s

(1)
2 , s

(1)
1 )

The six permutations above are denoted by Ω6, π denotes a single permutation, and π(k)
is the supplier at position k in the respective permutation. Let z = (z1, z2, ...zn) depict
the score given by a model to each of the suppliers in π, and zj is the score given by the
model for the supplier at jth position. The probability of one of the permutations is given
by the formula:

Pz(π) =
m(i)∏
j=1

ϕ(zπ(j))∑m(i)
k=j ϕ(zπ(k))

(3.5)

where m(i) is the number of suppliers in one permutation set, and for simplicity, ϕ(x) =
ex

Assuming the scores predicted for the three suppliers by a model as 1.62 for s
(1)
1 , -0.61

for s
(1)
2 , and -0.53 for s

(1)
3 and based on the eq. 3.5, the probability of permutation for

(s(1)
1 , s

(1)
2 , s

(1)
3 ) is:

Pz((s(1)
1 , s

(1)
2 , s

(1)
3 )) = ∏3

j=1
e

zπ(j)∑3
k=j

e
zπ(k)

Pz((s(1)
1 , s

(1)
2 , s

(1)
3 )) = ∏3

j=1
e

zπ(j)∑3
k=j

e
zπ(k) = e

s
(1)
1

e
s

(1)
1 +e

s
(1)
2 +e

s
(1)
3

. e
s

(1)
2

e
s

(1)
2 +e

s
(1)
3

. e
s

(1)
3

e
s

(1)
3

= 0.39

Similarly, calculating it for the remaining five sets, the permutation probability is as
follows:

(s(1)
1 , s

(1)
2 , s

(1)
3 )− > 0.39

(s(1)
1 , s

(1)
3 , s

(1)
2 )− > 0.42

(s(1)
2 , s

(1)
1 , s

(1)
3 )− > 0.078

(s(1)
2 , s

(1)
3 , s

(1)
1 )− > 0.009

(s(1)
3 , s

(1)
1 , s

(1)
2 )− > 0.085

(s(1)
3 , s

(1)
2 , s

(1)
1 )− > 0.009

The top one probability for s
(1)
2 is 0.07+0.009=0.087. However, calculating permutation

probability can be practically inefficient; hence in the paper [CQL+07], top one probability
was proposed using the following equation:
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Pz(j) = ezj∑m(i)
k=1 ezk

(3.6)

For s
(1)
2 , the top one probability using the equation 3.6 is 0.087. Similarly the top

one probabilities of s
(1)
1 and s

(1)
3 are 0.82 and 0.095. The probability distribution of

the ground truth which is given by relevancy is also calculated using relevancy(1) =
(relevancy

(1)
1 , relevancy

(1)
2 , relevancy

(1)
3 ) = (1, 1, 0). The two probability distribution for

predicted scores and the relevancy scores is shown in Fig. 3.5. Any loss function that mea-
sures this difference in distribution can be used, like Kullback- Leibler (KL) divergence.
In ListNet [CQL+07], the model is a neural network, listwise loss cross-entropy is used,

Figure 3.5: Probability distribution true vs. predicted

and Gradient descent is the algorithm.

The LTR approaches are summarized in the Fig. 3.6 and Table 3.7.

Figure 3.6: Training comparison of pointwise, pairwise and listwise LTR approaches. In
the pointwise, each supplier is consumed one by one, and a loss is obtained;
in pairwise, pairs of suppliers belonging to one demand are consumed to
obtain the loss, and in the listwise, all the suppliers belonging to a demand
are used together to obtain the loss for training
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Approach Components Description

Pointwise

Input space feature vector of supplier
Output space relevance degree of each supplier

Hypothesis
space

scoring functions which take feature
vector from input space
and predict relevancy of each supplier

Loss function
as the ranking task is modeled as a
classification task, the corresponding
loss function is classification loss

Pairwise

Input space feature vectors of pairs of suppliers
Output space pairwise preference between each pair of supplier

Hypothesis
space

bi-variate functions that take pairs of suppliers as
input and, outputs the relative ordering between them.

Loss function classification loss on pair of suppliers

Listwise

Input space feature vectors of all the suppliers of a demand
Output space relevancy of all the suppliers of a demand

Hypothesis
space

multivariate functions that take group of suppliers
as input and predict their relevancies

Loss function defined on the basis of approximation
or bound of widely used IR evaluation measures

Table 3.7: Theoretical comparison between pointwise, pairwise, and listwise LTR ap-
proaches w.r.t the input space, output space, hypothesis space, and the loss
function

3.6 Evaluation metrics

In the case of ranking, unlike the classification task, even the positions of an item in the
ranked list, along with the relevancy, matters. Hence, accuracy cannot be used as an
evaluation metric. Thus, the evaluation metrics Precision@k and Mean Average Precision
that are the evaluation metrics for information retrieval systems are formulated based on
the paper [Liu11] as follows.

Precision@k (Prec@k) Prec@k is calculated as follows:

prec@k = {number of relevant suppliers till position k}
k

(3.7)

Mean Average Precision (mAP)

AvgPrec(d)@n =
∑m

k=1 P rec@k(d).bk

#{total number of relevant suppliers for d}

where m is the total number of suppliers associated with the demand d, bk is 1 if the
supplier at position k is relevant and 0 otherwise.

mAP@n =
∑

D
AvgP rec(d)@n

D
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when n = m, then mAP@n = mAP

These are the evaluation metrics used for evaluating all the experiments that were con-
ducted in this thesis.

3.7 Explainable AI (xAI)

3.7.1 SHapley Additive exPlanations (SHAP)

The game theory forms the basis of SHAP values [LL17] and the game here is to reproduce
the predictions given by the model, and the players are the features included in the model.
SHAP quantifies each feature’s contribution to the outcome of the model per instance.
The idea for calculating SHAP values is that every possible combination of features will
be used to determine the importance of a single feature.

Figure 3.7: Power set for 5 features

Considering the 5 features in the toy example, the combination of all the features can be
represented as a power set as shown in Fig. 3.7 where each node represents one combi-
nation(represented in square blocks) of features and each edge represents the inclusion of
a feature that was absent in the previous combination (one level above). SHAP needs to
train distinct models with the same hyperparameters for each of the combinations of fea-
tures. For simplicity, each node is one distinct model. Each edge represents the marginal
contribution of each feature to the outcome of the model. Consider an unknown instance
given to the model for prediction and later for an explanation by SHAP. Imagining 32
different classifiers turned rankers have been trained on the same training data, each node
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has a score for that instance given that particular combination of features. The SHAP
value for feature f1 is calculated as follows:

The edges which connect the nodes such that the upper node does not contain the feature
f1 and the lower node contains the feature f1 are only considered, which are highlighted
in the Fig. 3.7. The weight w given to each edge is the reciprocal of the total number of
edges at the same level.

At level l=0, a model with no features will give 0.5 for the instance to belong to the group
with relevancy=1.

At level l=1, the prediction of the model with just feature f1 is 0.3. Implies that the
marginal contribution of feature f1 to the model containing just feature f1 is 0.3-0.5=-
0.2.

At level l=2, the marginal contributions of f1 are 0 (0.2-0.2), 0.2 (0.5-0.3), 0 (0.6-0.6),
0(0.4-0.4).

At level l=3, the marginal contributions of f1 are 0 (0.3-0.3), 0(0.4-0.4), 0.3 (0.6-0.3),
0(0.5-0.5), 0.1 (0.4-0.3), 0(0.5-0.5).

At level l=4, the marginal contributions of f1 are 0.2 (0.5-0.3), 0.1 (0.4-0.3), 0.1 (0.5-0.4),
0.1 (0.6-0.5)

At level l=5 the marginal contribution of f1 is 0.3 (0.7-0.4).

And the overall SHAP value for feature f1 is a weighted average of all the marginal
contributions of f1 at each level where weight is w.

SHAP (f1) = (−0.2 ∗ 1
5) + (0.2 ∗ 1

20) + (0.3 ∗ 1
30) + (0.1 ∗ 1

30) + (0.2 ∗ 1
20) + (0.1 ∗ 1

20) + (0.1 ∗
1
20) + (0.1 ∗ 1

20) + (0.3 ∗ 1
5) = 0.0683

As the feature importance for each feature is calculated using the above idea, this gives
feature importance relative to other features per instance, i.e., local, unlike the global fea-
ture importance given by some models like Random forest [KJ+13], [GMR+18] which is
only global. SHAP is a better option for this work as it gives both local and global feature
importance, unlike the other SOTA model-agnostic interpretability tool, LIME which may
require some workaround to obtain global interpretability [RSG16].
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4 Used Technologies

4.1 Algorithms

All the LTR approaches can be solved using either conventional machine learning or deep
learning algorithms. All the algorithms that were implemented in this thesis are explained
as follows.

4.1.1 Traditional Machine learning for LTR

In this thesis, machine learning algorithms that do not use Neural Networks are considered
traditional machine learning algorithms. This includes pointwise LTR using Random
Forest Classifier, pointwise LTR using XGBoost, and pairwise LTR using Random Forest
Classifier. These are explained in detail as follows.

Pointwise LTR using Random Forest Classifier

Random Forest [Bre01] Classifier is a machine learning algorithm that takes the data
input and predicts the class to which the input might belong. In the case of the prob-
lem statement in this thesis, based on the input supplier’s features, the Random Forest
Classifier will assign the supplier as relevant or irrelevant.

Following the explanation above, the question that is raised is how can a classifier be
converted into a ranker? The classifier is transformed into a ranker by using the class
probability of the supplier being relevant [FM08]. Consider a classifier is trained, and
when this classifier is used for predictions on unseen data, instead of assigning binary
labels, the probability that the classifier set for an instance to be positive is considered as
the ranking score for that instance. Based on the descending order of their ranking score,
all the instances in the unseen data are sorted. Then ranking evaluation measures are
applied to obtain the performance of that particular model.

Before understanding Random Forest, it is important to understand the building blocks
of the Random Forest, decision trees, also a supervised machine learning algorithm. The
three components of a decision tree are a root node, decision nodes, and leaf nodes. A
root node is the starting point, where the splitting starts. A root node is split to form
decision nodes, and these nodes further divide to form decision nodes or leaf nodes which
will not split any further. A split is decided based on the purity of the split. This purity
is calculated using the metrics Gini Index and Entropy
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These metrics are one of the hyperparameters for decision trees. In this way, a decision
tree is constructed using these impurity measures for the instances with given features.

Figure 4.1: Random Forest. Bootstrapping is used to create subsets of the training
dataset and the features with replacement, and decision trees are trained on
these individual subsets. The predictions given by each of the decision trees
are aggregated to form the final prediction.

Random Forests are a combination of multiple decision trees that extends the principle of
bagging [Bre01], which is an ensemble technique. The difference between Random Forests
and Bagging is that in Random Forests, along with a subset of training data, subsets of
features are also sampled with replacement. In contrast, in bagging, only subsets of
training data are sampled with replacement [Bre01]. Bootstrapping the features reduces
the correlation between the various decision trees and thus, the variance. A random forest
is represented in Fig. 4.1

The hyperparameters that are associated with Random Forest Classifier and were tuned
while building the ranking model are stated below:

1. criterion These are nothing but the metrics Gini Index and Entropy that can be
chosen to test the purity of the split.

2. max_depth As the name suggests, it specifies the maximum depth of the tree. If
None, the tree grows until all the leaf nodes are pure or until all the leaf nodes
contain no more than min_samples_split.
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3. min_samples_split The minimum number of samples needed for the node to be
able to split further.

4. n_estimators The total number of decision trees

5. max_features The maximum number of features that are taken into account when
finding the best split.

Like bagging, the other ensemble technique in machine learning is boosting which is
explained in the following section.

Pointwise and Pairwise LTR using XGBoost

Boosting can be understood by comparing it to bagging. The difference between bagging
and boosting is that in bagging, the instances in the data are sampled with replacement.
However, in boosting, the instances are given weight and are sampled on this weight.
The intuition is to sample instances that were mispredicted more often by assigning them
higher weight. Because of this weighting of the instances, the entire process of boosting
becomes sequential, unlike bagging, which can be parallelized. Boosting is redefined by
Gradient boosting to minimise the objective function of the model by adding weak learners
(e.g., a single decision tree) using gradient descent. The pseudocode for Gradient boosting
is as follows:

Training set: {(si, ri)}n
i=1, n is total number of instances, LossFunction=Loss(r, F (s))

and total number of iterations=M, m ∈M m=1
1: Initialise model with a constant value

F0(s) = arg minγ

∑n
i=1 Loss(ri, γ)

2: while m ̸= M do
3: Compute pseudo-residuals

pim = −
[

∂Loss(ri,F (si))
∂F (si)

]
F (s)=Fm−1(s)

for i = 1 to n

4: Fit a regression tree hm(s) to pseudo-residuals i.e. with new train set ={(si, pim)}n
i=1

5: Compute γm using the following optimisation equation:
γm = argminγ

∑n
i=1 Loss(ri, Fm−1(si) + γ hm(si))

6: Update the model: Fm(s) = Fm−1(s) + γm hm(s)
7: N ← N + 1
8: end while
9: Output FM(s)

The training step from step3 to step7 in the above pseudocode trains the next learner on
the Gradient of error based on the predictions loss of the previous learner. In layman’s
terms, the mistakes of the prior model are corrected during training.

XGBoost is an abbreviation for ’eXtreme Gradient Boosting’ and is a scalable end-to-end
tree boosting system [CHB+15]. XGBoost implements the Gradient boosting algorithm
efficiently by using second-order derivatives and advanced regularisation. The overall
workflow of XGBoost for LTR is shown in Fig. 4.2

The gradient boosting algorithm requires an objective or loss function that needs to be
minimized.
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Figure 4.2: XGBoost workflow for LTR training

For training pointwise LTR using XGBoost, the objective function ’binary:logistic’ is
used. During prediction, this classifier is converted into a ranker by considering the
probability that the classifier assigns for an instance to be positive as the score for that
instance. For training pairwise, XGBoost provides a wrapper XGBRanker which imple-
ments LambdaMART [Bur10] when the objective function ’rank:pairwise’ is given. The
working of LambdaMART has already been explained in the pairwise part of the subsec-
tion 3.5.

The hyperparameters that are associated with XGBoost and were tuned while building
the ranking model are stated below:

1. learning_rate This is used for shrinking the feature weights after each step to avoid
overfitting, analogous to the learning_rate in Gradient Boosting Trees.

2. gamma The minimum reduction in the loss that is required before doing a split.

3. min_samples_split The minimum number of samples needed for the node to be
able to split further.

4. max_depth Analogous to Gradient Boosting Trees, the maximum depth of the tree

5. subsample It gives the proportion of observations that needs to be randomly sampled
at every iteration.

6. colsample_bytree It denotes the subsampling of the features/columns while con-
structing each tree.

7. scale_pos_weight It is used to tackle class imbalance.

8. objective It denotes the loss function that needs to be minimized.

4.1.2 Neural Networks for LTR using tensorflow-ranking

TF-Ranking Architecture

TensorFlow is a popular open-source library for training, evaluation, and serving of ma-
chine learning and deep learning models, and TensorFlow Ranking is built on top of
it [PBW+19]. TensorFlow framework supports distributed training of neural networks
via TensorFlow Estimator [CHH+17]. The estimator encapsulates two components: in-
put_fn and model_fn. Hence the training block of 4.3 is structured using these two
components.
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Figure 4.3: TF-Ranking Architecture [PBW+19]

• Training

Input Reader input_fn

Raw data is passed as an input to the input_fn, which returns the required type of
tensors along with the labels. input_fn block is present during training and serving.
The major difference is that in serving input_fn, the inputs are set up in a single
batch, unlike the training input_fn where the batch size can be specified.

Feature Transformation transform_fn

The tf-ranking architecture requires List_Size or Group_Size, which denotes the
number of candidate suppliers associated with a demand. The number of candidate
suppliers associated with a demand varies. However, tf-ranking architecture requires
a fixed number. Tf-ranking architecture handles this by either trimming the number
of candidate suppliers associated with a demand if the number exceeds the specified
List_Size or padding if the number of candidate suppliers associated with a demand
are less than the List_Size. The transform_fn takes the output from the input_fn,
List_Size or Group_Size and forms dense tensors.

Scoring Function score_fn

The score_fn outputs the scores internally during training and inference. The neural
network used for the ranking is defined in the score_fn.

Ranking Loss make_loss_fn

The ground truth (labels) and the scores computed using the score_fn are inputs
by the ranking loss function to return a weighted loss value.

Ranking Metrics make_metrics_fn

Tf-ranking architecture provides a metric function that takes the predictions and
the ground truth label as input and provides a scalar value that denotes the overall
performance of the model. More than one metric in the metric function can be
defined. Precision, Recall, mean average precision, and so on can be defined using
the metric function.
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Ranking Head

The make_metrics_fn and make_loss_fn which are Estimator compatible are en-
capsulated in the ranking head.

model_fn

From Fig. 4.3, it can be seen that the transform_fn, score_fn, ranking head which
encapsulates make_metrics_fn and make_loss_fn are combined in the model builder,
model_fn.

• Serving

During training, the ranking model receives a set of candidate suppliers associated
with a demand. However, while serving, it may receive a group of independent
candidate suppliers to be ranked. Tf-ranking architecture handles this discrepancy
by exporting the graph generated by the model_fn as a SavedModel [OFG+17].

Learning in Neural Networks

As stated earlier, in a feedforward Neural Network, the input’s initial information prop-
agates through each layer, and finally, an output is obtained. This is known as forward
propagation [GBC16] and the stopping point for this process is when a scalar loss is
produced. This loss calculates how different the prediction is from the ground truth.
The backpropagation algorithm then propagates this loss backward for calculating gra-
dients and using the gradient descent algorithm, the weights and biases are updated,
and in this way, the learning happens in the Neural Networks. The overall base archi-
tecture for all the LTR approaches using tensorflow-ranking is the same as explained
in the architecture 4.3 and the critical difference lies in the loss function for each ap-
proach. The loss functions used in this thesis are mentioned in the respective subsec-
tions.

Pointwise LTR using tensorflow-ranking

The loss function for the pointwise approach is MeanSquaredLoss(MSELoss) which is
given in the equation below:

MSELoss(y, ŷ) = 1
n

∑n
i (yi − ŷi)2

where n is number of dimensions and yi and ŷi are the ground truth and predicted output
respectively.

Pairwise LTR using tensorflow-ranking

PairwiseHingeLoss(y, ŷ) = ∑
i

∑
j(I[yi > yj]max(0, 1−(ŷi−ŷj)

PairwiseLogistciLoss(y, ŷ) = ∑
i

∑
j I[yi > yj] log(1+exp(−(ŷi−ŷj)))

PairwiseSoftZeroOneLoss(y, ŷ) = ∑
i

∑
j I[yi > yj](1−sigmoid(ŷi−ŷj))

In all the equations for Pairwise Loss functions, I[yi > yj] is 1 if yi > yj, 0 other-
wise.

31



Listwise LTR using tensorflow-ranking

ListMLELoss(y, ŷ) = − log(P (πy | ŷ))

where P (πy | ŷ) is the Plackett-Luce probability of a permutation and is conditioned on
ŷ. Here πy represents a permutation of items ordered by the relevance labels, the ties of
which are broken randomly.

ListwiseSoftmaxLoss(y, ŷ) = ∑
i yi · log

(
exp(ŷi)∑
j

exp(ŷj)

)
The hyperparameters that are associated with LTR using tensorflow-ranking and were
tuned are stated below:

1. learning_rate It specifies how much to change the model in response to the estimated
error while updating the weights of the model

2. number of hidden layers

3. number of neurons in each hidden layer

4. non-linear activation function

5. loss function

4.2 Feature Selection Methods

Features are essential in any machine learning model’s performance, and LTR methods are
feature-based. Hence, it seems necessary to find a good set of features.

Filter Method

Greedy Feature Selection-GAS Algorithm

Let’s consider the toy example from the Table 3.2 and calculate the importance score for
each feature by setting a threshold of 0.14 (mean of all values)

f1:

∀f ∈ f1 if f > threshold then relevancy = 1 else 0

Predicted relevancy=[(1,1,0),(0,1,0,1)] accuracy=0.71

∀f ∈ f1 if f < threshold then relevancy = 1 else 0

Predicted relevancy=[(0,0,1),(1,0,1,0)] accuracy=0.28

Importance of f1=0.71

Similarly we calculate the importance of f2=0.85, f3=0.85, f4=0.71, f5=0.57 and the
respective predicted relevancies are as follows:

f2=[(1,1,0),(0,1,0,0)]
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f3=[(1,1,0),(1,1,1,0)]

f4=[(0,0,1),(0,1,1,0)]

f5=[(1,1,0),(1,0,0,0)]

The weight between any two nodes is calculated by comparing the ranking result using
Kendall tau.This results in the following graph:

Let S be the set of selected features and let the number of features to be selected be t. The
weights of each node are updated using the following equation:

wj ← wj − eki,j ∗ 2c where j ̸= ki and ki is a node from selected nodes

The working of the GAS algorithm with t=3 and c=0.1 is explained below.

Step 0:

S0 = {}

Step 1:

Select the node with the largest weight. f2 and f3 both have the same weights. Let’s
select f2.

S1 = {f2}

Let’s update the weights of other nodes based on their similarity to f2.

Weight of f1= 0.71-0.75*0.2=0.56

Weight of f3=0.85-0.55*0.2=0.74

Weight of f4=0.71-(-0.167)*0.2=0.7434

Weight of f5=0.57-0.42*0.2=0.486

We remove f2 from the graph and all the connections that contain the node f2 and end
up with the following graph:
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Step 2:

Select the node with the largest weight i.e .f4 .

S2 = {f2, f4}

Let’s update the weights of other nodes based on their similarity to f4.

Weight of f1= 0.56-(-0.42)*0.2=0.64

Weight of f3=0.74-(-0.09)*0.2=0.758

Weight of f5=0.486-0.55*0.2=0.376

We remove f4 from the graph and all the connections that contain the node f4 and end
up with the resulting graph:

Step 3:

Select f3.

S2 = {f2, f4, f3}

Stop here as the required number of features are obtained.

Clustering based method
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We obtain the similarity weights between features using Kendall Tau, just like the graph
based approach. After applying the clustering algorithm k-means [Llo82] with k=2, let’s
assume that the following two clusters are formed:

Cluster1= f1,f2,f3

Cluster2= f4,f5

Now we select features from both the clusters with the highest weight. This weight
can be obtained by calculating the mAP or accuracy after using only that feature to
perform the ranking. Another way is to use a linear model to use the features with
the highest weight. By using the former approach, we choose f2 and f3 from the first
cluster and f4 from the second cluster based on the weights assigned in the Graph based
approach.

Wrapper Method

‘The main difference between this approach and the filter approach is that the selection
of features in the wrapper is based on the effectiveness of evaluation measures that will be
optimized by the learning procedure’ [SK18]. In simple terms, the features that impact the
learning approach are selected. For example, in XGBoost Classifier and Random Forest
Classifier, a feature importance list can be generated. This generated feature importance
list can select the top-n features based on the requirement.

4.3 Sampling Strategies

In our case, the relevant suppliers form the minority class and the irrelevant suppliers
form the majority class.

Undersampling for traditional machine learning models- In this technique, for
each demand, the minority class suppliers were sampled without replacement with a size
equal to that of the majority class suppliers associated with that demand. The demands
which had the count of irrelevant suppliers less than the count of relevant suppliers were
taken as it is.

Over sampling for traditional machine learning ranking models- In this tech-
nique, for each demand, the minority class suppliers were sampled with replacement with a
count equal to the majority class suppliers associated with that demand

For deep learning based ranking models, tensorflow-ranking architecture requires an equal
number of items associated with a query [PBW+19] denoted by the group_size. Hence
slightly different sampling strategies are applied, which are explained below.

Undersampling in deep learning based ranking models- In this technique, group_size
of 200 is taken because almost all the demands have the number of relevant suppliers less
than 150, which is shown in Fig. 5.6 All the relevant suppliers are taken for each demand,
and then 150 irrelevant suppliers are sampled without replacement. The relevant suppliers
and the sampled irrelevant suppliers are further sampled without replacement with a size
of 200. For the demands, which have more relevant suppliers than irrelevant suppliers,
sampling with replacement with a size of 200 is done.
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Padding- In this technique, the group_size of 800 is taken as the average number of sup-
pliers associated with the demands is 600 5.2. For each demand, all the relevant suppliers
are considered, and the irrelevant suppliers are sampled without replacement with the
sample size of (800-the number of relevant suppliers). Suppose the number is not equal to
800. In that case, dummy suppliers with a feature vector of all zeroes and relevancy label
as -1 are added to the list of suppliers associated with that demand. tensorflow-ranking
framework ignores the instances with label -1.

4.4 Benchmarking

A caveat is that the test data consists of only already marked/labeled suppliers that
number up to 600 for each demand in the test set. However, around 5000 suppliers
for one demand are directed to the ranking model in production. Hence, the results
obtained after evaluating the ranking models on the test set should be considered with
a grain of salt. To tackle this issue, before selecting the champion model amongst the
competing models, a user study is conducted with the help of domain experts. Four
domain experts were requested to provide at least one peculiar demand they worked on
after 04-2021, as the data used to build and evaluate the competing ranking models dated
till 04-2021. Three domain experts provided one demand each, and one domain expert
provided two demands, so a total of 5 demands created in the months of 10-2021 and
11-2021 were used in this human-based evaluation. Each competing model then provides
the ranked list of suppliers for each of the five demands. The top 100 suppliers are then
given back to their corresponding domain experts to check the Precision@100 for each
model.
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5 Demand Processing Pipeline; Design,
Implementation and Evaluation

5.1 Data

Data is the core part of machine learning tasks. Implying it is a core component of the
LTR tasks as well, that this thesis is trying to solve. In the paper, [WS], a document
filtering step is applied instead of ranking and retrieving all the documents directly for
a query. In this filtering step, documents are filtered w.r.t query. Ranking and retrieval
are then performed on this query and the filtered document sets. The total number
of suppliers that are dealt with by Scoutbee is approximately 1 billion. Ranking and
retrieving these 1 billion suppliers for each demand is not at all a feasible solution. Hence,
a filtering step is applied to form a demand-suppliers set on which the ranking algorithms
are used.

5.1.1 Raw Data

Figure 5.1: Graphical representation of demand data. A demand is associated with
properties and a list of potential candidate suppliers. The demand properties
are the requirements given by the customer. Suppliers must be ranked based
on how much they match the demand’s properties.
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The demand property product consists of the keywords for the products the customer
is looking for. company_type represents whether the customer is looking for a Manu-
facturer, Distributor, Online shop, Service provider, or Research facility, or Publisher.
The customer may specify the location where the suppliers they are looking for must
operate, given by the property country. score_keywords are the keywords filled by
the domain experts, enhancing the product property of the demand. They are random
adjectives or keywords describing similar products or even keywords that repeatedly ap-
pear on product pages of the suppliers that are being looked at. The customers may
mention dealing with only suppliers with specific certificates in which the certificate
property is linked to the demand with requires_certificate. The customers may men-
tion good-to-have certificates where the certificate property is linked to the demand
with prefers_certificate . application_areas indicate industrial application the cus-
tomer is looking for. manufacturing_processes include the technical processes used
to build the product. Similar to certificates, sometimes manufacturing_processes are
required, and sometimes they are optional/preferred. search_phrase is formed by com-
bining two keywords with AND, OR. search_phrase is a superset which includes the
keywords from company_type, score_keywords, certificate, application_areas, and
manufacturing_process. The supplier node consists of the domains of website content
by crawling the domain of the supplier till a certain depth. The supplier can be relevant
to the demand which is denoted by the link has_relevant_candidate_supplier or it can be
marked as irrelevant which is denoted by the link has_irrelevant_candidate_supplier to
the demand. This is used as the binary ground_truth for the models.

Considering an example demand of "Vacuum Cleaners".

• product - Vacuum cleaner, dusting equipment

• company_type - Manufacturer

• country - Germany

• score_keywords - cleaning, dusting, filter suction power

• application_areas - Household appliances

• manufacturing_processes(required) - Injection moulding

• manufacturing_processes(optional) - motor assembly

• certificate(required) - ISO 9001

• certificate(optional) - ENT 4521

• search_phrases - "Vacuum cleaner" AND "manufacturer", "Vacuum cleaner"
AND "ISO 9001"

• supplier - [’abc.com’,’xyz.de’]

The aforementioned demand features are used to generate features that will be consumed
by the experimented ranking models. The raw data consists of 352 demands till 04-2021.
Each demand has a varied number of candidate suppliers. On average, 600 suppliers
(only marked ones) are associated with each demand which is shown in Fig. 5.2. The
demand-supplier dataset is split into training set, validation set and test set based on the
date of creation of the demand. The split is represented in Fig. 5.3. In the Fig. 5.4, the
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Figure 5.2: Demand-supplier count distribution. 50% of the demands have less than 600
suppliers associated with them. 8% of the demands have more than 1200
suppliers associated with them.

Figure 5.3: Dataset split into train,validation, and test. The train set consists of 290
demands, the validation set consists of 23 demands and the test set consists
of 32 demands.

frequency of demands across months is shown. Fig. 5.5, Fig. 5.6, and Fig. 5.7 showcase the
class imbalance of the demand-supplier dataset.

5.1.2 Feature Generation using OpenSearch

The supplier website content to a depth of 100 pages is indexed in to OpenSearch. The
domain of the supplier, URL of the webpage, title of the webpage, and the webpage’s
description are considered for indexing. For example a supplier with domain abc.com may
contain webpages which have URL like https://abc.com/product with a description of
the product served by abc.com. It is important to note that websites do not follow a fixed
structure; hence, when generating the features, all the webpages indexed for a domain are
queried instead of doing a webpage URL-specific query. Elaborating further, for querying
the products served by abc.com, all the indexed webpages for the domain abc.com are
queried and not just https://abc.com/product.

The two ways in which the features are generated are by a partial match of the key-
words and by doing an exact match. In a partial match setting, each space-separated
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Figure 5.4: Date-wise demand distribution. The demands that were created till 02-2021
are included in the training set, from 02-2021 to 03-2021 are included in the
validation set and from 03-2021-04-2021 are included in the test set.

Figure 5.5: Ground truth distribution. Only 18% of the suppliers belong to class 1, i.e,
most of the suppliers are irrelevant in the dataset.

Figure 5.6: Relevant suppliers across demands. 80% of the demands have less than 150
relevant suppliers associated with them.
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Figure 5.7: Irrelevant suppliers across demands. 86% of the demands have upto 1000
irrelevant suppliers associated with them.

token is considered one keyword. In an exact match setting, the comma-separated to-
ken is regarded as one keyword. These space-separated tokens and comma-separated
tokens are passed to open search, and for each demand characteristic, an overall to-
tal_hits and max_score are obtained. When space-separated tokens are used, they will
be addressed as being generated by the token-based approach of feature generation and
the case of comma-separated tokens as the phrase-based approach of feature genera-
tion.

total_hits = Total number of hits across all the keywords in one demand feature for a
given domain. This gives the total number of pages in which either of the keywords is
present.

max_score = Maximum relevance score across all the keywords in one demand feature
for a given domain.

OpenSearch is built on top of Lucene [MHGG10]. Scoring function given by OpenSearch is
the modified form of the BM25 equation 3.1 which is given by the equation 5.1.

score(d, p) = queryNorm(d)
∗ coord(d, p)

∗
N∑
i

(Tf(ti, p) ∗ IDF (ti)2 ∗ ti.getBoost())

∗ norm(ti, p)) ∗ (ti, d)

(5.1)

where score(d, p) is the relevance score of supplier webpage p for the keywords of the
demand d, queryNorm(d) is the square root of sum of squares of IDF of each key-
word in the demand keywords, coord(d, p) is the count of number of keywords from de-
mand keywords d that appear in the supplier webpage p, ti.getBoost() and norm(ti, p)
are used in terms of muti-field. However, in our case, only the description field is
queried. The Tf − IDF can be referred from the equation 3.1 The highest score given
by any of the supplier’s web pages is then considered to be the max_score of that sup-
plier.

Revisiting the example demand of "Vacuum Cleaners", the feature generation for the
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product - Vacuum cleaner, dusting equipment field using token-based and phrase-
based feature generation for the domain abc.com is shown below.

The token-based feature generation approach is implemented by querying the OpenSearch
with a query that semantically looks like Vacuum OR cleaner OR dusting OR equipment
and programmatically looks as follows.

{ ' query ' :
{ ' bool ' :

{ ' should ' : [
{ ' bool ' : { ' must ' : [
{ ' match ' : { ' domain ' : { ' query ' : ' abc . com ' } } } ,
{ ' match ' : { ' description ' : { ' query ' : ' Vacuum ' } } } ] } } ,
{ ' bool ' : { ' must ' : [
{ ' match ' : { ' domain ' : { ' query ' : ' abc . com ' } } } ,
{ ' match ' : { ' description ' : { ' query ' : ' cleaner ' } } } ] } } ,
{ ' bool ' : { ' must ' : [
{ ' match ' : { ' domain ' : { ' query ' : ' abc . com ' } } } ,
{ ' match ' : { ' description ' : { ' query ' : ' dusting ' } } } ] } } ,
{ ' bool ' : { ' must ' : [
{ ' match ' : { ' domain ' : { ' query ' : ' abc . com ' } } } ,
{ ' match ' : { ' description ' : { ' query ' : ' equipment ' } } } ] } }
]

}
}

}

OpenSearch will give the score for all webpages indexed for the domain abc.com and
the feature demand_product_keywords_max_score will denote the highest score ob-
tained by either webpages for the domain abc.com. In addition, the number of web
pages in which either of the keywords occurs will also be given, which will denote the
demand_product_keywords_total_hits.

The phrase-based approach of feature generation is implemented by querying the OpenSearch
with a query that semantically looks like Vacuum cleaner OR dusting equipment and
programmatically looks as follows

{ ' query ' :
{ ' bool ' :

{ ' should ' : [
{ ' bool ' : { ' must ' : [
{ ' match ' : { ' domain ' : { ' query ' : ' abc . com ' } } } ,
{ ' match_phrase ' : { ' description ' : { ' query ' : ' Vacuum cleaner ' } } } ] } } ,
{ ' bool ' : { ' must ' : [
{ ' match ' : { ' domain ' : { ' query ' : ' abc . com ' } } } ,
{ ' match_phrase ' : { ' description ' : { ' query ' : ' dusting equipment←↩

' } } } ] } }
]

}
}

}

The feature demand_product_keywords_max_score_phrase for the domain abc.com is
denoted by the highest score obtained by either webpages. In addition, the feature de-
mand_product_keywords_total_hits_phrase is the the number of web pages containing
either of the keywords.

Both the feature generation methods are implemented for all the other demand features
mentioned in the graphical representation of a demand represented in the Fig. 5.1. Each
demand has ten characteristics; hence in total, 40 features are generated (10*(1+1 from
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token based)*(1+1 from phrase based)). All the features are then normalized using min-
max scaling. The distribution of features before and after normalization is shown in
Fig. 5.8

(a) Before Normalisation (b) After normalisation

Figure 5.8: Features distribution. From (a), it can be seen that the feature values are
widespread from 0 to 10000, and after normalization, it can be seen from
(b) that all the feature values have a range between 0 and 1

Analysis of OpenSearch generated data

The two-sample Kolmogorov-Smirnov test for each feature in the train, validation, and test
set gave the outcome that rejected all the features denoting they don’t follow the same un-
derlying distribution. This can be due to the heavy sparsity of the data.

Apart from the class imbalance problem mentioned above, in Fig. 5.9, it can be seen that
most of the handcrafted features are sparse. Sparsity for a feature f is calculated as
follows:

sparsity(f) = count of values = 0 in f

count of values = 0 in f + count of values ̸= 0 in f
(5.2)

Figure 5.9: Data Sparsity representation. Out of 40 features, 14 features have more than
80% of feature_value as 0.

Table ?? compares the sparsity of features generated using the token-based approach and
features generated using phrase based approach. This table validates the fact that, for
example, it’s easier to get a hit from a webpage for ’Vacuum’ OR ’cleaner’ rather than
for ’Vacuum cleaner’.
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demand feature token based
feature generation

phrase based
feature generation

product 0.15 0.6
company_type 0.38 0.44
score_keyword 0.17 0.47
manufacturing_processes_high_impact 0.93 0.95
manufacturing_processes_low_impact 0.78 0.87
certificate_high_impact 0.91 0.95
certificate_low_impact 0.83 0.88
country 0.12 0.20
application_area 0.40 0.61
search_phrases 0.03 0.43

Table 5.1: Sparsity of features generated using token-based approach and phrase-based
approach. Features generated using the phrase-based approach are compara-
tively more sparse.

5.2 Experimental Setup

All the experiments are performed using Databricks, which provides a plugin for mlflow,
making it easier to track all the experiments, from hyperparameter tuning to registering
the outperforming model for further deployment. Python is used to code all the imple-
mentation of feature engineering to model deployment. The evaluation of all the models is
done using mean average precision (mAP) and Precision@k.

5.2.1 Experiments with the handcrafted features

The demand_supplier_raw data was transformed into numerical representation using 79
handcrafted features A.. Pre-trained BERT [DCLT16] was used to embed all the text
data of demand features and the landing page of the respective supplier’s website. Cosine
similarity between the embedded demand features and the embedded supplier’s landing
page is used to generate the 79 handcrafted features.

The base model XGBoostClassifier with 79 features gave an mAP of 0.45 on
the test set.

However, after a certain period, the performance given by the model became stagnant.
This called for an investigation of the features and the modification of the model. The
workflow implemented to resolve this request is shown in Fig. 5.10 and explained below.
This is followed by the results and discussions of the experiments.

Pipeline

The data consisted of 352 unique demands with an average of 600 suppliers associated with
each one of them. It consisted of 79 handcrafted features. As there were 79 features, a
correlation check was done on the features, and one feature from a pair of highly correlated
features was taken, which gave a final set of 60 uncorrelated features. The features used to
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Figure 5.10: Pipeline for experiments with the handcrafted features. Correlated features
from the data with 79 features were removed to form the dataset with 60
features. Twenty-five features were selected using feature selection meth-
ods. This data with 25 features was split into train, validation, and test set
on which preprocessing was done, followed by training the ranking models
using training and validation data and evaluating them on the test set and
concluded by providing the highly impacting features for each model. This
workflow combines feature selection with the three LTR approaches.

build various LTR models were selected using the feature selection approaches explained in
Section 4.2. These feature selection approaches were applied to select 25 features, forming
demand_supplier_data with selected features. The demand_supplier_data with selected
features was then date-wise divided into train, validation, and test set. The mutually
exclusive train, validation, and test data were preprocessed by applying min-max scaling
and filling all the empty values with 0.

The training data and validation data were then used to train the ranking models one
by one. The models used in this workflow were traditional ML based pointwise LTR
approach implemented using XGBoost, Deep learning based pairwise, and listwise ap-
proaches using the library tensorflow-ranking. The experimented ranking models were
evaluated on the test data using mAP. Benchmarking, explained in Section 4.4 was done
and SHAP plots were used to gain insights from the features that impacted the best
performing model.
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Results

Table 5.2 gave the mAP scores obtained by the XGBoostClassifier with the three feature
selection method. The highest mAP was given by the XGBoostClassier, which did not use
feature selection and considered all the 60 features(79-highly correlated features). As the
feature selection methods did not give the expected results, the next set of experiments
was performed using deep learning based pairwise and listwise approaches with all the 60
features, shown in Table 5.3. However, neither of the deep learning based LTR approaches
outperformed the champion model from Table 5.2.

Feature selection mAP
All features (no feature selection) 0.46
Filter Method GAS algorithm 0.39
Clustering based 0.43
Wrapper method 0.42

Table 5.2: Evaluation of traditional ML based Pointwise LTR using XGBoostClassifier
with different feature selection methods.

Approach Loss function mAP

Deep learning based pairwise LTR
pairwise_logistic_loss 0.40
pairwise_hinge_loss 0.40
pairwise_soft_zero_one_loss 0.41

Deep learning based listwise LTR softmax_loss 0.40

Table 5.3: Evaluation of Deep learning based Pairwise and Listwise LTR approaches.

Figure 5.11: Feature importance plot of the top performing model, i.e., traditional ML
based pointwise - XGBoostClassifier

Hence, it can be stated that the XGBoost model without any feature selection outper-
formed the three XGBoost models with their respective feature selection methods and
Deep learning based pairwise and listwise models.
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The champion model was further investigated using SHAP plots. Going from model-
driven machine learning to product-oriented machine learning is the need of the hour.
Hence, all the investigations were done by keeping the domain experts, who are also the
end-users, in the loop. When the SHAP plots were discussed with the domain experts,
the overall feedback was that, firstly, most of the features weren’t self-explanatory, and
secondly, most of them were redundant. Moreover, the entire pipeline was complicated,
and in production, it took two hours per demand. There was a demand for a model with
self-explanatory features from the domain experts. Hence, it was considered a sunk cost
instead of circling back to improvising the model.

RQ2 hypothesized that the explainability of the ranking model could be leveraged to
obtain better insights. The previous investigations played a major role in selecting the
features for the new approach to building the ranking model. The domain experts sug-
gested that they would like to have features like the features in the SHAP plots Fig. 5.11
with a suffix ’_match_ratio’. These features gave the ratio of the keywords from a partic-
ular demand feature matched in the supplier’s landing page. This led to the feature gen-
eration using OpenSearch. This positively answers RQ2 as the insights gained
from the explainability module of the ranking approach helped to build a
simpler approach.

5.2.2 Intermediate experiments with features generated using
OpenSearch

The discussions from the experiments as mentioned earlier and results led to the fol-
lowing workflow shown in Fig. 5.12 to solve the ranking problem. This approach was
based on Occam’s razor principle. With this approach, a ranking pipeline not only has
far fewer features than the previously mentioned model but also self-explanatory fea-
tures.

Pipeline

The demand_supplier_raw_data raw data 5.1.1 consisted of 10 demand characteristics 5.1
along with their associated domains. The token-based approach, explained in the sub-
section 5.1.2 where each keyword is split on whitespace and sent as an OR query to
AWS_OpenSearch was then used to get the total_hits and max_score for each of the
demand characteristics of the raw data. The domains of the suppliers are indexed and
stored in the OpenSearch with a page depth of 100.

The token-based approach converted the demand_supplier raw data into data that con-
sisted of 20 features (for each demand characteristic, two features were obtained total_hits
and max_score; therefore 2*10) which formed the final demand_supplier_data to con-
duct the experiments on. This data was then split into train, validation, and test set
based on their creation date and further preprocessed by filling the empty values with
0. Traditional machine learning based pointwise ranking model using a random forest
classifier was trained using the preprocessed train data, and the hyperparameter tun-
ing was done and validated on the validation data. The trained random forest classifier
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Figure 5.12: Pipeline for experiments with token-based feature generation using
OpenSearch. The raw data is transformed into numerical representations.
This transformed data is split into train, validation, and test set. The
preprocessed train and validation data are used for training the random
forest classifier. The trained classifier is evaluated using the preprocessed
test data and benchmark demands.

was then evaluated using the preprocessed test set and human-evaluated using the five
benchmarking demands mentioned in 4.4.

Results

mAP of the random forest classifier on the test set was 0.43. However, as men-
tioned previously, the test set only consists of approx. 600 suppliers per demand, unlike the
real world setting where approx. 5000 suppliers are to be ranked. Hence benchmarking is
done with the help of domain experts, which is shown in Table 5.4.

Even though on the test set, the previous workflow had a higher mAP score of 0.46 com-
pared to the intermediate workflow with the mAP score of 0.43, in the human evaluation,
the intermediate workflow outperformed in all except one demand. However, compared
to the overall spread of Prec@100 for the previous workflow, the overall spread of Prec@100
for the intermediate workflow is uniform, as shown in Fig. 5.13.
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demand_id P@100(Previous Workflow) P@100(Intermediate Workflow)
783 0.31 0.38
1928 0.17 0.42
1651 0.28 0.29
1976 0.32 0.32
1817 0.38 0.32
overall 0.30 0.35

Table 5.4: Performance of the winning XGBoostClassifier from the previous workflow
and the random forest classifier from this intermediate workflow.

Figure 5.13: Uniformity in the performance of Precision@100 for the champion XG-
BoostClassifier from the experiments with handcrafted features and
the random forest classifier from the intermediate experiments with
OpenSearch generated features on the five benchmark demands.

One of the goals of this thesis is to build a product-driven solution. RQ1 aimed at
validating Occam’s razor, and based on the results, it can be concluded that
a simpler ranking model with just 20 features is better than the complicated
winning ranking model from the previous experiments with 60 features. Even
though the performance was better and the features were self-explanatory, the domain
experts, who are also the end-users, were skeptical of the token-based approach for fea-
ture generation. They proposed a requirement for an exact match, i.e., the phrase-based
method for feature generation.

5.2.3 Final experiments with features generated using OpenSearch

Based on the previous discusions, features generated by considering the keywords be-
longing to each demand feature as a whole without any split was needed. This can be
done using the phrase based approach of feature generation using OpenSearch. However,
having features generated using only the phrase-based approach made the overall dataset
sparse Fig. 5.14.

In Fig. 5.14a, it can be seen that out of the 20 generated features, 8 features have sparsity >
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(a) Sparsity of token-based generated features (b) Sparsity of phrase-based generated features

Figure 5.14: Features distribution

0.5 whereas in Fig. 5.14b, out of the 20 generated features, 12 features have sparsity > 0.5.
This led to the following pipeline shown in Fig. 5.15 that combined both the token-based
feature generation and the phrase-based feature generation.

Pipeline

The demand_supplier_raw_data as explained previously, consisted of demand character-
istics along with their associated domains. The token-based approach for feature genera-
tion was used to get the total_hits and max_score for each of the demand characteristics.
Unlike the previous experiments with OpenSearch, the phrase-based approach was also
used to generate the features total_hits_phrase and max_score_phrase for each of the
demand characteristics. Similar to the previous experiments with OpenSearch generated
features, the domains of the suppliers are indexed and stored in the opensearch with a page
depth of 100. The token based approach converted the demand_supplier raw data into
demand_supplier_token_data that consisted of 20 features. The phrase based approach
converted the demand_supplier raw data into the demand_supplier_phrase_data with
20 features. The demand_supplier_token_data and the demand_supplier_phrase_data
were combined to form the demand_supplier_data which consisted of 40 features.

This demand_supplier_data was split into train, validation and test set and further
preprocessed by applying the preprocessing steps as shown in the Fig. 5.16 forming the
pre-processed train data, pre-processed validation data and pre-processed test data. Tra-
ditional machine learning based pointwise ranking model using random forest classifier,
traditional machine learning based pairwise ranking model using XGBoost, deep learn-
ing based point wise ranking model, deep learning based pairwise ranking model and
deep learning based list wise ranking models were experimented in combination with var-
ious sampling techniques. For random forest, no sampling with class weight parameter
as balanced, undersampled train data and oversampled train data were used. For XG-
Boost pairwise, no sampling, undersampled train data and oversampled train data were
used. For Neural Network based pointwise, pairwise and list wise with undersampling
and padding technique were used. In combination 12 different ranking approaches were
trained using the various sampled train data and hyperparamter tuning was validated
using the pre-processed validation set. One trained ranking model with the best hyper-
paramter setting from each of the ’sampling techniques - LTR approach’ combination was
further evaluated on the test set and also evaluated by the domain experts using the 5
benchmarking demands.
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Figure 5.15: Pipeline for experiments with token-based and phrase-based feature gen-
eration using OpenSearch. The raw data is transformed numerical repre-
sentations. This transformed data is split into train, validation and test
set. Preprocessed and sampled train and pre-processed validation data are
used to train the ranking models and evaluated using test data and bench-
mark data. Feature importance plots using SHAP are plotted for the best
performing ranking models to gain insights.

Results

Table ?? provide the experimentation results of traditional machine learning based point
wise and pairwise approach which were trained using various sampling techniques no
sampling, under sampling and oversampling and the results of deep learning based LTR
approaches which were trained using under sampling and padding. All the traditional
machine learning based ranking models provide >0.5 precision@10 and comparatively
perform better than that of deep learning based learning to rank models. However,
according to the precision@100 the deep learning based models pairwise and listwise and
the traditional machine learning based ranking models provide more or less the same
performance.

Another interesting finding is that all the deep learning based ranking models have a
lower mAP@10 compared to their respective overall mAP. With respect to the sam-
pling techniques, for all the approaches, there isn’t any significant difference between
the performance of the models when any sampling technique is applied. The least per-
forming model is the deep learning based pointwise approach. Based on previous ex-
planations, considering the reliability of the results on the test and validation set with
a warning, a human-based evaluation is conducted which is explained in detail as fol-
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Figure 5.16: Pre-processing steps of train, validation, test, and benchmark data

lows.

In Table 5.5, the performance of various ranking approaches on domain expert evaluated
demand_ids is tabulated. The most important observation is that the prec@100 for
all the models is less than what was observed on the test set and the most peculiar one
being the traditional machine learning based pairwise approach which has shown the most
drastic decline in the performance. Reminding that the benchmark demands were from
October-2022 and November-2022 and the training, validation and test data consisted of
the demands only till April-2022, these results suggests that there might be a data drift
which is causing this behaviour. Deep learning based listwise approach with padding of the
training data gave the highest overall precision@100 of 0.414, followed by the traditional
machine learning based pointwise approach with under-sampled data with a precision@100

Approach Model mAP@10 mAP@100 mAP P@10 P@100

Traditional
Machine Learning

pointwise no sampling 0.53 0.33 0.44 0.65 0.44
pointwise undersampling 0.54 0.34 0.45 0.64 0.44
pointwise oversampling 0.55 0.35 0.45 0.66 0.46
pairwise no sampling 0.5 0.32 0.43 0.62 0.42
pairwise undersampling 0.56 0.35 0.45 0.68 0.46
pairwise oversampling 0.55 0.35 0.46 0.66 0.47

Deep learning

pointwise padding 0.35 0.24 0.38 0.47 0.38
pointwise undersampling 0.31 0.28 0.42 0.49 0.42
pairwise padding 0.38 0.35 0.45 0.56 0.48
pairwise undersampling 0.38 0.35 0.45 0.57 0.48
listwise padding 0.37 0.35 0.46 0.57 0.48
listwise undersampling 0.40 0.35 0.45 0.58 0.47
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Approach models/demands 783 1928 1651 1976 1817 overall

Traditional
Machine learning

Pointwise no sampling 0.38 0.26 0.46 0.47 0.37 0.388
Pointwise undersampling 0.44 0.39 0.39 0.44 0.30 0.392
Pointwise oversampling 0.42 0.22 0.48 0.48 0.33 0.386
Pairwise no sampling 0.22 0.09 0.16 0.12 0.06 0.13
Pairwise under sampling 0.42 0.09 0.28 0.25 0.24 0.256
Pairwise over sampling 0.42 0.07 0.39 0.34 0.23 0.29

Deep Learning

Pointwise undersampling 0.36 0.13 0.26 0.35 0.22 0.264
Pointwise padding 0.37 0.17 0.21 0.60 0.29 0.328
Pairwise under sampling 0.40 0.43 0.23 0.56 0.27 0.378
Pairwise padding 0.46 0.42 0.23 0.53 0.22 0.372
Listwise undersampling 0.42 0.41 0.21 0.50 0.34 0.376
Listwise padding 0.45 0.53 0.21 0.62 0.26 0.414

Table 5.5: benchamrked demands pre@100

of 0.392 and the traditional machine learning based pointwise approach with the balanced
class weight with a precision@100 of 0.388. However, it is worth noting that out of the
five demands, even though deep learning based list wise approach with a padded training
dataset gave precision@100 > 0.5 for two demands also gave precision@100 < 0.3 for two
other demands, of which one was pretty well handled by tradition machine learning based
pointwise approach with oversampling that gave a precision@100 of 0.48 for the very same
demand. This finding raises another question: whether a powerful ranking approach like
list wise cannot generalize well over all kinds of demand-supplier data. Another interesting
observation is that for the two demands where the winning approach’s performance was
low, the second runner-up model traditional machine learning pointwise approach with
class weight balanced and no sampling performed exceptionally well and vice versa. RQ3
questioned whether one ranking model is sufficient to handle the diverse set of demand-
supplier sets. These experiments answer the RQ3 that one ranking model cannot give a
consistent performance across the demands.

Based on the performance of the twelve models on the test set and on the benchmarking
demands, the top four winning ranking models in order are

1. Deep learning based listwise approach with padded train data.

2. Traditional Machine Learning based pointwise approach with undersampled train
data

3. Traditional Machine Learning based pointwise approach with oversampled train
data

4. Traditional Machine Learning based pointwise approach with class weight parameter
set to balanced

The SHAP plots for these four models on the test set and also on individual benchmark
demands are plotted which are shown in the Appendix section to reveal further insights
of each of the models and to declare the champion model.
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5.3 User Study

A user study was conducted where the domain experts were asked to rank the features as
per their importance for considering a particular supplier to be relevant or irrelevant with
respect to a particular demand. The consolidated features importance have been shown
in the Table 5.6.

Elaborating it further, each domain expert had worked on atleast one demand from the
benchmark set. The domain experts were asked to rank the demand characteristics, given
in Section 5.1.1 that were considered by them while marking the suppliers as relevant
or irrelevant during the benchmarking. These characteristics are given as different data
fields. This is represented under the column ’domain experts’ in the Table 5.6. Each of
the SHAP plots that gave the feature importance for each demand in the benchmark
set by each of the above mentioned four winning models is also represented with the
column demand_id’s being tabulated vertically and and the models being tabulated hor-
izontally.

There are 40 features in the data, however, the demand characteristics are 10 and using
token-based approach and phrase-based approach total_hits and max_scores for each of
the features was calculated resulting in 10*4=40 features. While consolidating the feature
importances, all the features were mapped back to their original demand characteristics.
Each cell value represents the ordered set of the demand characteristics (top 5), with the
first mentioned one being the most important characteristic for the respective model and
the respective demand from the benchmark set.

5.3.1 Observations

1. All the domain experts ranked the data field product to be the most important
demand characteristic. It can be seen that traditional ML pointwise oversam-
pling model correctly considered product to be the most impacting feature. Also,
deep learning based listwise approach with padding as the sampling technique, had
product as the most important feature for the two of the demands 1976 and 1817.
However, it is worth noting that product is considered important by all the models
if not at rank one but at a lower rank.

2. Four out of five domain experts considered company_type as the second most im-
portant feature. deep learning based listwise approach with padding as the sampling
technique has company_type in all of its demand characteristic set. All the other
three models have company_type in their top five only for one demand 1817.

3. For demand 783, the domain expert considered certificate_low_impact impor-
tant, however, none of the models had this feature in their respective sets. One
reason could be the sparsity (approximately 0.8) of this data field. All the models
correctly included application_area_high_impact and location in the impor-
tant characteristic set except deep learning based listwise padding model that did
not include location, but it did include company_type.

4. For demand 1928, apart from product, location and extra_score_keywords are
important as per the domain expert handling this demand and these two have been
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taken into account by all the models. The characteristic
manufacturing_processes_low_impact have been considered as an impacting char-
acteristic by all the models except by the deep learning based listwise padding.

5. For demand 1651, the characteristic extra_score_keywords is another important
characteritic according to the domain expert and it correctly belongs to the char-
acteristic set of all the models. The characteritics location is considered im-
portant by all the models except deep learning based listwise padding, however,
this model rightly considered company_type which other models failed to capture.
manufacturing_processes_high_impact is another important feature as per the
domain expert and it belongs to the demand characteristic set of two models deep
learning based listwise padding and the traditional ML pointwise undersampling.

6. For demand 1976, location, manufacturing_processes_low_impact, and
application_area_high_impact have made to the list of important characteritics
of the domain expert and they are correctly noted by all the models except deep
learning based listwise padding which did not have location but had company_type.

7. For demand 1817, all the characteristics that the domain expert has considered
while marking the supplier to be relevant or irrelevant are also correctly included in
all the demand characteristic set of all the models in different models.
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6 Discussion

Fig. 6.1 plots the performance of the four winning models based on the Table 5.5. It is
interesting to see that all the pointwise approaches using traditional machine learning,
which are basically classification models made to the list of top 4. This can be due
to the binary ground truth. It can be seen that Traditional ML pointwise undersam-
pling performs the most uniformly across all the demands in the benchmark dataset.

Figure 6.1: Performance of winning model based on Table 5.5

For the demand 783, based on the user study no clear conclusions can be made as all
the important demand characteristics as per the domain experts are spread across the
models. Hence, based on the P@100 deep learning based listwise padding and tradi-
tional ML pointwise undersampling with values 0.46 and 0.45 can be considered win-
ners.

For the demand 1928, based on the user study, deep learning based listwise padding is
excluded as the characteristics it considered to be most impacting are different than the
characteristics considered important by the domain expert. The characteristic location
should be before manufacturing_processes_low_impact which is very well captured
by tradtional ML pointwise undersampling and traditional ML pointwise oversampling.
And based on P@100 traditional ML pointwise undersampling is better for this demand
as it has the score of 0.39 compared to the score of 0.22 by traditional ML pointwise
oversampling.

For the demand 1651, based on the observations from the user study, the demand charac-
teristics sets of traditional ML pointwise undersampling and deep learning based listwise
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padding show a close resemblance to the demand characteristics set given by the domain
expert. And based on P@100 score, traditional ML pointwise undersampling show a bet-
ter performance with a score of 0.39 that deep learning based listwise padding with a
score of 0.21

For the demand 1976, based on the user study, traditional ML pointwise no sampling
model can be excluded as it ranks the characteristic product way lower. And for the re-
maining three models, based on the P100, deep learning based listwise padding gives the
highest score of 0.62, followed by a score of 0.48 by traditional ML pointwise oversampling
and a score of 0.44 by tradtitional ML pointwise undersampling.

For the demand 1817, no conclusive remarks can be drawn from the user study as all the
models have all the important demand characteristics as required by the domain expert.
Based on the P@100 score, traditional ML pointwise no sampling gives a score of 0.37, fol-
lowed by 0.33 by tradtional ML pointwise oversampling, 0.30 by traditional ML pointwise
undersampling and 0.26 by deep learning based listwise padding.

Figure 6.2: P@100 score on the test set of the models

Further the analysis of the performance of the four models on the test set is done. A
box plot representing the P@100 score of all the models is shown in the Fig. 6.2. Com-
paratively, the deep learning based listwise padding had a more uniform performance
across all the demands in the test set, followed by traditional ML pointwise undersam-
pling.

Upon further investigation of the test set it was observed that 11 out of 32 demands
had less than 100 relevant suppliers so a modified Precision score was calculated such
that for the demands with less than 100 relevant suppliers, the precision score was the
number of relevant suppliers in top 100 as given by the model in proportion to the
total number of relevant suppliers instead of 100. This is shown in the equation be-
low.

Modified P@k = {number of relevant suppliers till position k}
min(k,total number of relevant suppliers associated with the demand)
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Figure 6.3: Modified Precision score the test set of the models

Another way would be to completely exclude the 11 demands as in the real world setting, it
is mostly expected to find at least 100 relevant suppliers. After evaluating the performance
of the models based on this modified score a box plot of this modified score is shown in
the Fig. 6.3 and the box plot of the demands with greater than 99 relevant suppliers is
shown in the Fig. 6.4.

However, the conclusions that can be drawn from these two figures are the same as the
ones with the original P@100 score where deep learning based listwise padding model
showed a uniformly spread performance followed by traditional ML pointwise undersam-
pling. Considering the discussions above, it can be said that traditional ML pointwise

Figure 6.4: P@100 score on the test set of the models where test set only consisted of
the demands with greater than 99 relevant suppliers
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undersampling is the champion model as it has shown a decent performance in the user
study as well on the benchmark and the test set.
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7 Conclusion and Future Work

Each demand is different and hence the most important thing that needs to be done is to
analyse the demands and group them based on their similarity. There were some demands
where some of the models gave near to perfect performance. If the demands are grouped
then for each group of demands a model could be assigned.

Another important thing would be try out an ensemble of the models as it can be seen
from the Table 5.5 that the performance of some of the models is complementary to each
other. A quick check with various loss functions for the Deep learning based ranking
models and XGBoost for Traditional ML based pointwise approach can be done. All the
demands that were used for training belong to April-2021, retraining the models with new
demands may prove beneficial.

Each domain expert had a different set of important demand characteristics, hence models
with various combinations of demand characteristics/features could be trained and as
per the demand characteristics importance given by the end user/domain expert, the
respective model could be chosen for ranking.

The way features are generated is based on naive match of the tokens or the entire
keyword on the respective websites. However, this could also add some noise to the
generated features. Let’s consider the example where the demand is looking for suppliers
in Germany. It is possible that the supplier is serving another product in Germany and not
the one that the demand is looking for and the word Germany is present in that context.
One solution would be to apply Named Entity Recognition (NER) [NS07]. When it comes
to the ground truth, instead of having binary labels, it would be interesting to see the
performance of various LTR approaches on the demand-supplier data where the suppliers
have a relevancy score.

There are also quite a few advancements in the LTR approaches [ZWB+20] which could
be tried to solve the problem statement of ranking suppliers based on the demand.
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Appendices

A. 79 handcrafted features

demand_score_keywords_score_mean

demand_score_keywords_score_mean_50_sim

demand_score_keywords_score_mean_10_sim

demand_score_keywords_score_mean_50_dissim

demand_score_keywords_score_mean_10_dissim

demand_search_keywords_score_mean

demand_search_keywords_score_mean_50_sim

demand_search_keywords_score_mean_10_sim

demand_search_keywords_score_mean_50_dissim

demand_search_keywords_score_mean_10_dissim

demand_product_keywords_score_mean

demand_product_keywords_score_mean_50_sim

demand_product_keywords_score_mean_10_sim

demand_product_keywords_score_mean_50_dissim

demand_product_keywords_score_mean_10_dissim

demand_application_areas_high_impact_score_mean

demand_application_areas_high_impact_score_mean_50_sim

demand_application_areas_high_impact_score_mean_10_sim

demand_application_areas_high_impact_score_mean_50_dissim

demand_application_areas_high_impact_score_mean_10_dissim

demand_extra_score_keywords_score_mean

demand_extra_score_keywords_score_mean_50_sim

demand_extra_score_keywords_score_mean_10_sim

demand_extra_score_keywords_score_mean_50_dissim

demand_extra_score_keywords_score_mean_10_dissim

62



demand_manufacturing_processes_high_impact_score_mean

demand_manufacturing_processes_high_impact_score_mean_50_sim

demand_manufacturing_processes_high_impact_score_mean_10_sim

demand_manufacturing_processes_high_impact_score_mean_50_dissim

demand_manufacturing_processes_high_impact_score_mean_10_dissim

demand_manufacturing_processes_low_impact_score_mean

demand_manufacturing_processes_low_impact_score_mean_50_sim

demand_manufacturing_processes_low_impact_score_mean_10_sim

demand_manufacturing_processes_low_impact_score_mean_50_dissim

demand_manufacturing_processes_low_impact_score_mean_10_dissim

demand_business_areas_score_mean

demand_business_areas_score_mean_50_sim

demand_business_areas_score_mean_10_sim

demand_business_areas_score_mean_50_dissim

demand_business_areas_score_mean_10_dissim

demand_application_areas_score_mean

demand_application_areas_score_mean_50_sim

demand_application_areas_score_mean_10_sim

demand_application_areas_score_mean_50_dissim

demand_application_areas_score_mean_10_dissim

is_google_homepage_hit

reachable_for_downloader

candidate_data_findings_len

candidate_data_discovery_findings_len

candidate_data_emis_score

candidate_data_static_score

serpstat_alpha

serpstat_beta

matched_candidate_score_keywords_len

matched_certificates_high_impact

matched_certificates_low_impact

purchaser_names_match_mean
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typical_customers_match_ratio

product_keywords_match_ratio

score_keywords_match_ratio

search_keywords_match_ratio

extra_score_keywords_match_ratio

manufacturing_processes_match_ratio_high_impact

application_areas_match_ratio_high_impact

demand_business_areas_similarity_weight_1

demand_business_areas_similarity_weight_2

demand_business_areas_similarity_weight_3

demand_business_areas_similarity_weight_4

demand_business_areas_similarity_weight_5

demand_business_areas_similarity_weight_6

demand_business_areas_similarity_weight_7

demand_business_areas_similarity_weight_8

demand_business_areas_similarity_weight_9

demand_business_areas_similarity_weight_10

business_areas_total_score

application_areas_total_score

products_total_score

candidate_data_findings_page_number

candidate_company_type_include_ratio
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