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Abstract

Nowadays, Machine Learning (ML) and Natural Language Processing (NLP) tech-
nologies are gaining more and more popularity and it’s becoming extremely
important to understand the role they play in influencing social stereotypes and
biases. Despite the fact that NLP models have demonstrated effectiveness in
modelling a variety of tools and applications, they may be subject to transfer and
even magnify gender bias detected in text corpora. Although, exploring bias is
an ongoing research, techniques to eliminate this bias in NLP are still under de-
velopment. In this paper, I examine recent research on identifying and reducing
different types of biases in Arabic NLP (ANLP). I address three different forms
of bias: gender, stereotype and religion bias; analyze method recognizing the
bias and explore strategies to mitigate it. I focus on investigating the bias in five
state-of-the-art Named Entity Recognition (NER) models, more specifically their
capacity to detect male and female names as Person (PER) entity types. I test
these models on manual generated benchmark containing 70 male and female
names, 35 unisex names and 31 coptic and muslim arabic names. One major
observation is that male names are being detected more than female names as
PER entities. So i decided to take a step back and analyze the dataset used in
training one of these models, realizing the dataset used is highly biased towards
men, as it contains a total of 6186 male mentions compared to 248 female men-
tions. Additionally, i tried to mitigate this bias through creating two less biassed
datasets, re-training the model and capturing the new analysis. The data and
code used for this study will be made freely accessible for researchers to use in
the future.
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1
Introduction and Motivation

1.1 Motivation

Bias is a common occurrence in social encounters, many forms of ac-

tions may be influenced by our assumptions about other individuals(Hu

et al. [2015]). In research conducted involving a first-person shooter video

game, played by both white and black users, researches found out a higher

percentage of users shooting a black player than white player even if they

were holding a harmless item instead of a weapon (Correll et al. [2007]).

While people’s willingness to express openly racial or sexist views has de-

clined in recent years, latent or unintentional social bias can still affect

people’s behaviour, regardless of their motivations or attempts to pre-

vent it. These implicit assumptions have been seen to motivate racist

attitudes and worsen intergroup tension, for example, when it came to re-

cruiting new research assistants, both male and female faculty members

preferred male applicants over similarly competent female candidates

(Moss-Racusin et al. [2012]).

Bias may be defined on the basis of allocation and representation bias. Al-

location bias may be described as an economic problem in which a system

disproportionately distribute funds to some groups over others, while rep-

resentation bias arises when structures undermine certain groups’ social

identification and recognition (Sun et al. [2019]).

Natural Language Processing (NLP) is a domain of artificial intelligence

in which computers analyze human language automatically for the pur-

poses of speech recognition, digital translation, as well as other tasks that

are now a part of much of our daily lives. While, virtual assistants (for

instance, Alexa) and machine translation systems (for example, Google

1
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Translate) are well-known examples of NLP applications, there are nu-

merous other programs that communicate with us on a more subtle level,

including those which manage and track work applicants (Costa-jussà

[2019]).

Since these technologies are intended to improve our lifestyles, there is

concern that they would reinforce and worsen social unfairness based on

gender, ethnicity, age, faith, and regional roots (O’neil [2016]).

NLP is one of the most important sub-domains of Artificial Intelligence(AI),

which is concerned with the interpretation and development of natural

language. The development of natural language resources involves se-

mantial knowledge in order to grasp the basic structural features of the

language (Li [2019]).

Scientists have offered a wide range of ways to solve these concerns from

rule-based to statistical techniques, including, in specific with a huge

success, Machine Learning (ML) and Deep Learning (DL), among oth-

ers. Various variables have aided in the progress of deep learning, such

as increased data volume, improved optimization algorithms, and grow-

ing computational power. However, in order to maintain this success, we

need to put two aspects into consideration, the importance of data consis-

tency and model complexity.The world has gained a growing knowledge

of the implications of data accuracy and volume while training models (Li

[2019]).

That being said, there are several data-related concerns, for instance from

a training and test outlook, it is difficult to deal with textual informa-

tion/data particularly trying to implement different ML methods. Since

textual data is frequently more diverse than the usual data, lays expecta-

tion of model performing effectively over a variety of text styles, which is

usually called "domains". Additionally, models are subject to bias due to

the depth of the model or during learning against similar behaviors, such

as over-represented author demographics (Hardt et al. [2016]).

Text is highly changeable; a phrase can be presented in an endless number

of shapes and forms without altering its context or purpose. For instance,

the term "The dog played on the lawn.", transforming it on a linguistic ba-

sis to "The dog played on the grass.". By substituting only one word with

a similar expression, leaving the sentence’s initial context relatively unaf-
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fected/unvaried. Additionally, the sentence may be altered from a gram-

mar point if the sequence or order has shifted while maintaining the sen-

tence context like the following example "On the lawn the dog played.". A

powerful NLP model working on sentiment analysis should not face dif-

ficulties acquiring the same solution nevertheless manipulating the sen-

tence on a lexical or syntactic level, keeping in mind, the textual data is

not always neat and standardized, as it has highly found case on social

websites. Moreover, the datasets often include text with several contrib-

utors, leading to classification results. Fairness is a must overcome chal-

lenge by machine learning models, which is caused by having authorship

characteristics such as sex, age, race, nationality, and religion (Li [2019]).

Turing made many arguments to focus the aim of computer science to-

wards displaying the intellectual conduct and behavior. As a result, we

should develop cutting-edge classification algorithms that can be as equal

as human beings. Fairness is a widely recognized term that states that peo-

ple should be dealt with relatively by law and society despite their social,

physical, or mental characteristics (Turing [2009]).

Although the input data can be blamed for this discrimination in output,

machine learning algorithms have also a tendency enhance such attitude.

In this paper, the author demonstrated a high correlation between cook-

ing and females rather than males in the training data of task classification

dataset, and the trained model magnifies that effect at test time. This de-

scrimination should not have been learned from a fair model (Zhao et al.

[2017]).

Machine learning is a major subfield of artificial intelligence (AI) that fo-

cuses on the development of automated ways for computers to learn from

data. Arthur Samuel, a computer scientist in the late 1950s, provided a de-

scription of ML as being "a field of study that gives computers the ability

to learn without having been explicitly programmed"

In plain terms, it is a software that has been designed to learn from its own

experience and mistakes. With ongoing study, development, and hope of

solutions, machine learning techniques are being employed in a number

of disciplines that influence our daily lives. These approaches are inspired

by biological systems, including our brain’s neural network. Both ML and

AI, despite their current popularity today, are not new concepts: their ini-
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tial application goes all the way back to the Second World War and the in-

vention of the "electronic brain." idea. Although deep learning concepts

were initially proposed in the 1990s, it was only lately that their application

became possible due to increased computer power and increasingly huge

datasets. Machine learning intersects with a variety of fields, including ar-

tificial intelligence, probability, statistics, cognitive science, and computer

science.

The earliest Artificial Intelligence technology was straightforward, and

easy to understand by humans; however, with the advancement of tech-

nology, more complex systems have emerged seeking a more opaque

decision-making orientation, like Deep Neural Networks (DNNs) (Arrieta

et al. [2020]).

DNNs, also known as black-box models, are the results of merging efficient

classification techniques that stack hundreds of layers in order to reach

critical decisions in crucial situations. The black box model does not ex-

plain how the model operates or its output, which causes a rise in the need

for transparency from numerous stakeholders in AI (Castelvecchi [2016]).

The risk lies in developing and implementing decisions that are not jus-

tified, legal, or do not permit precise descriptions of their actions. Jus-

tifications for a model’s performance are critical, for example, precision

medicine, as specialists expect much more details from the model than a

mere binary forecast to validate their diagnosis. To prevent impairing the

usefulness of nowadays AI systems, eXplainable AI (XAI) suggests develop-

ing a set of machine learning algorithms that (Gunning [2017]):

1. increase the explainability of models while retaining a high degree of

learning efficiency (e.g., prediction accuracy);

2. allow humans to comprehend, reasonably accept, and control the

new generation of artificially intelligent partners

XAI methodologies have a role in discrimination-aware data mining ap-

proaches when it comes to evaluating explicit connections between se-

cure and unregulated applications. The system developer can uncover pre-

viously unknown similarities between input data that can lead to inequal-

ity through examining the model’s performance reacts in comparison to

the input function (Arrieta et al. [2020]).
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1.2 Objective and Contribution

The goal of this research is to evaluate the bias expressed in the existing

Arabic natural language processing (ANLP) resources and possible miti-

gation techniques that overcomes the limitations of the social biases that

manifest in textual data. More specifically, we investigate the bias in Ara-

bic off-the-shelf Named Entity Recognition systems, and compare their

ability to distinguish various biases including gender, stereotypical and re-

ligion biases. Moreover, we explore mitigation techniques that can con-

tribute to a less-biased NER systems, by following a data augmentation

approach, while still maintaining a good overall performance. To the best

of our knowledge, this work is the first attempt to measure and mitigate

bias in arabic NER systems.

Most NLP research and development efforts are directed toward model-

ing and replicating the human ability for producing and comprehending

linguistic expressions for communication purposes with the assistance of

technology. Initially, the first initiative in the NLP domain occurred in

1954, with the invention of a crude automatic language translator between

Russian and English. Despite the fact that the vocabulary was limited to

250 words and the grammar had only six rules, this study sparked several

works in the field. During the 1970s, a rise of linguistic formulas occurred,

which combined both semantic and syntactic methods.

NLP has consistently delivered on its lofty promises of making data more

accessible and communicative from the past to the future, and it contin-

ues to do so. Nowadays, the NLP domain is constantly evolving with sig-

nificant achievements such as pre-trained deep learning solutions. Even-

tually, an increasing number of mainstream users will incorporate NLP-

based approaches into their everyday activities.

The facts represented in natural language text are not always transparent;

the user interprets the omitted components based on his or her common

sense of information and understanding. Textual inference, for example,

is described as the connection between two text pieces treated as a three-

class prediction problem. It establishes whether a hypothesis is true (En-

tailment), incorrect (contradiction), or undecided (Neutral) in relation to

the premise given two snippets of text. Conventional NLP approaches are

incapable of detecting inference by nature.
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1.3 Research Questions

As previously mentioned, language-based technologies should reduce the

negative human reflections and biases such as racism and sexism. Similar

to English, the biases embedded in language resources for Arabic can po-

tentially affect more people than for most other languages. However, the

NLP research in Arabic language is still in its infancy, research in the do-

main is scarce and in need of computational knowledge to reach its full

potential. This work focuses on bridging the gap between the Arabic com-

munity and the NLP research in general and in the NER domain in particu-

lar. There is a lack of scientific methods that address the several challenges

surrounding the analysis of ANLP. Throughout the dissertation, we investi-

gate the benefits of employing machine learning for the sake of speeding-

up the knowledge discovery process in the ANLP domain. This research

is a step forward towards gender-fair models for ANLP by focusing on two

main goals: providing a quantative analysis on the named entity recogni-

tion task and explorepossible mitigation techniques to address this issue

and overcome its limitation. We, therefore, pose the following main re-

search question:

MRQ — How can Current Debiasing techniques support Bias mitigation

in the Arabic language?

To answer the main research question, we pose two research questions, as

explained below.

RQ1 —To what extent is gender bias reflected in Arabic Named Entity

Recognition (NER) systems and how it affects prediction?

RQ2 —How can data augmentation mitigate the bias while still maintain-

ing a good performance ?
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1.4 Thesis layout

This thesis is organized as follows: Chapter 2 provides the background of

Arabic Natural Language processing in general, and Named Entity Recog-

nition in specific. It also describes the characteristics of the Arabic lan-

guage, and existing ANLP resources. Chapter 3 illustrates some of the work

presented in literature related the bias identification and bias mitigation

in NLP. Chapter 4 covers in details of the Arabic bias quantification exper-

iment settings, the data collection process and de-biasing method investi-

gated. Chapter 5 describes the results before and after applying the miti-

gation techniques. It also presents a comparison of 6 Arabic NER systems

and how robust they are to overcome various biases. Finally, Chapter 6

illustrates the Conclusion and the Future work.





2
Background

2.1 Arabic Language

Arabic is a sophisticated language as it contains many accents and dialects,

complicated grammar, and rich vocabulary. The rapid increase of Arabic

data availability nowadays, resulting in an increased demand for more re-

liable and accurate processing tools, is straining current Arabic NLP re-

search efforts. NER is regarded as a fundamental key component of Arabic

natural language processing technologies and applications. Although con-

siderable improvement has been made in this domain in recent years, the

challenge stays overwhelming due to the complex structure of the Arabic

language; however, there is always room for improvement and optimiza-

tion (Farghaly and Shaalan [2009]).

More than 380 million people worldwide speak Arabic, and it is the official

language of 25 nations. According to its use, Arabic can be classified into

three main types (Elgibali [2005]):

Classical Arabic (CA) which is the official language of the Holy Qur’an

and has been used for more than 1,500 years in Islam, is used by Mus-

lims in their everyday prayers. In addition, numerous ancient Arabic doc-

uments and scripts are hand-written in CA; as these manuscripts are digi-

tized and translated to text, Arabic NE may play a significant role (Monem

et al. [2008]).

Modern Standard Arabic (MSA) is used in today’s formal Arabic papers,

TV news, newspapers, street signs, and official schoolbooks and educa-

tion resources. It is also recognized by the United Nations (UN) as one of

six main languages used in their meetings and legal documents. The ma-

jority of NLP applications, including NER, are allocated to MSA. The most

significant distinction between MSA and CA is in the vocabulary, which

9
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includes noun expressions and syntax in traditional written Arabic: MSA

does not impose any restrictions on the use of short vowels (El Kholy and

Habash [2010]).

Colloquial Arabic Dialects(CAD) is the casual language that people use

in their everyday conversations in the Arab world; it differs from one na-

tion to another, making it unteachable in school for its various versions

that exist out there. On the contrary, from MSA, which is widely used

in all Arab countries, CA is more of a local dialect that varies not within

Arabic nations but also within the same state. Nowadays, its usage exists

only on social media platforms for communication. For example, a per-

son’s name in either CA or MSA may take on several forms in Arabic di-

alect; like, (C Aq��db� ),(Abd Al-Kader) versus (C A���db�), (Abd Al-Gader)

or (C µ�db�),(Abd Al-Aader) (Korayem et al. [2012]).

Salloum and Habash proposed a method to translate CA sentences into

MSA phrases, allowing the existing MSA application to handle and analyze

CA inputs, as the majority of Arabic NER programs are designed to support

MSA (Salloum and Habash [2012]).

2.2 Arabic Natural Language Processing

ANLP has grown in popularity in recent years. Many new applications

have been created based on it. Examples include information extraction,

information retrieval, speech recognition, localization and multi-lingual

systems, text-to-speech, translation, and tutoring systems. These appli-

cations have to cope with many difficult issues related to the origin of

the Arabic language and how it is structured. The majority of ANLP sys-

tems created in Western countries rely on tools and applications to assist

non-Arabic speakers in understanding Arabic text. Interest in ANLP tech-

nologies has increased significantly since 2011, particularly in the United

States, where the US Department of Homeland Security was required to

do tasks such as accurately recognizing Arabic names at airport security

and interpreting Arabic documents seized by US authorities. The neces-

sity to do this work with a high level of efficiency in a short period of time

triggered research in the ANLP community, since it does not rely on the

human component, therefore, reducing the time and effort needed for

analysis. The necessity to do this work with a high level of efficiency in
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a short period spurred research in the ANLP community since it does not

rely on the human component, reducing the time and effort needed for

analysis. Intelligence and security services also rely heavily on ANLP tools

such as Arabic named entity recognition, machine translation, and senti-

ment analysis (Farghaly and Shaalan [2009]).

Due to the critical nature of these tools, they were built using machine

learning techniques. Machine learning is often not time-consuming or ex-

pensive and does not require extensive linguistic understanding. However,

the creators of such technologies faced several challenges. A significant

constraint in ANLP is the lack of a sufficiently large corpus for training,

evaluating, and validating suggested systems in various NLP tasks (Mun-

day [2009]).

2.2.1 Challenges/Language characteristics

It is extremely difficult to carry out NLP tasks on Arabic text, specifically

NER functions, due to the language’s oddities and unusual structure. The

following are the major features of Arabic that raise non-trivial problems

for NER tasks:

• No Capitalization: Capitalization plays an important role in Euro-

pean and Latin languages as it helps to identify different named en-

tities like proper names, acronyms, and abbreviations. Nonetheless,

this feature does not exist in the Arabic language, causing a model

confusion between proper nouns(NEs) and the standard nouns and

verbs(non-NEs). Therefore, it would not be a suitable solution to rely

solely on finding entries in proper noun dictionaries as there’s no

distinction between NEs and non-NEs (Farber et al. [2008]). For in-

stance, the word (�rJ�) can be seen differently in a phrase such as

a person name "Ashraf", a verb "he supervised" or an adjective "the

most honorable" (Mesfar [2007b]).

• The Agglutinative Nature: Various sentence pattern is caused by

the Arabic’s agglutinative nature, which causes numerous lexical

changes. A simple adjustment in the word’s combination of prefix,

stem or root, and suffixes, can lead to a highly structured yet com-

plicated terminology. On the opposite of English language, where
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clitics are regarded as separate words, some Arabic clitics can be

added to normal words. Arabic contains a number of clitics associ-

ated with NEs, which include prepositions such as (�) (Laam, for/to),

(�) (k, as), and (
) (baa, by/with), conjunctions such as (¤) (Waw,

and) and (�) (if . . . then), or a combination of both, as in (�¤)

(Waw-Laam, and-for). The NER task is dependent on the terms that

compose the NE and its meaning. The words, as well as the meaning,

can occur in various ways. To resolve data sparsity concerns without

needing large training corpora, the attached syntaxes should be pre-

processed morphologically (Grefenstette et al. [2005]). In this paper,

(Benajiba et al. [2007]) One possibility that was suggested to over-

come this problem is to eliminate all affixes and retain only the root

term. For instance, to assess the term (Ay�Am���¤) (and by Germany)

will transform it into just a location (Ay�Am��) (Germany). One other

approach that focus on avoiding loss of semantic information, is to

slice the word and insert a space between the term and clitics.

• Lack of Short Vowels: One unique feature of the vowels in the Ara-

bic language is diacritics, which can influence the phonetic repre-

sentation of a word giving an utterly different meaning to the same

word without changing the lexical structure. However, the current

Arabic version is composed without diacritics, causing a confusion

both unspoken and verbal to many, which provides analysis contra-

diction for the same word. For example, the majority of the Arabic

language used in press and media, handwritten or digitized, is undi-

acritical (Alkharashi [2009]). For native Arabic speakers, this is under-

standable, but not for a computer. Since different diacritics indicate

multiple interpretations, the simplification achieved by avoiding cer-

tain diacritics resulted in structural and lexical ambiguity (Benajiba

et al. [2007]). Context-awareness and a thorough understanding of

the vocabulary are the best ways to overcome these ambiguities. For

example (rW�) can be assiosiated with the country Qatar (LOC) if

pronounced as qatar, or can refer to word radius (a trigger for mea-

suring expressions NE) if pronounced as qutr.

• Multiple Named Entities: The uncertainty between two or more

named entities is a common mistake in many languages. Consider

the following sentence as an example, ( 
�� ��� ©¤d� dm��)
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(Mohamed Badawi ate the apple). Since (©¤d� dm��) Mohamed

Badawi can be identified as both person’s name and a location, con-

fusion arises when the same word is labeled as two separate NE

forms. This challenge can be overcome by using heuristic methods

such as cross-recognizing NEs. Shaalan and Raza [2009] suggested

a heuristic strategy using heuristic rules in order to choose one type

of NE over another. Benajiba and Rosso [2008] suggested a strategy

that supports the type for which the classifier is most precise.

• Inconsistency in Writing Styles: Arabic has a high degree of transcrip-

tive ambiguity: a NE can be transcribed in several forms (Cavalli-

Sforza and Zitouni [2007]). This diversity is due to Arabic authors’

variations and inconsistent translation schemes. This inconsistency

is crucial, as it results in multiple variations/versions of the same

term that are pronounced out differently but still match the corre-

sponding term with the same context (Halpern et al. [2009]). For in-

stance, various versions are created when Arabizing (which is trans-

lating foreign language into Arabic handwritten words) a NE such as

the city of Washington, which can be written as (, wt�nJ¤ ,�WnJ�¤

�t�nJ�¤ ,�t�nJ¤ ,�W�nJ¤). One explanation for this is that

there are more speaking patterns in the Arabic language than in a

foreign language like Europe, which can vaguely or incorrectly re-

sult in a named entity with more than one variation. One sugges-

tion is to maintain the possibility of connecting each variation of the

name variants and link them all together (Cavalli-Sforza and Zitouni

[2007]).

• Insufficient Resources: When trying to implement and evaluate the

output of Arabic NER systems, some great resources include cor-

pora (large sets of labeled records) and gazetteers (predefined lists

of typed NEs). Fair distribution and the usage of non-sparse repre-

sentative NEs are crucial in order for these linguistic resources to be

efficient. However, sad to say, there is always insufficient potential

or coverage of available Arabic tools for NER study. Furthermore,

creating or licensing these valuable Arabic NER data has a very high

cost. This is why scientists often depend on their own Corpus, which

involves annotating and verifying manually by specialists. Unfor-

tunately, only a few of these corpora can be found online for free
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and public use for academic educational purposes (Abouenour et al.

[2010]).

2.3 Named Entity Recognition

The role of Named Entity Recognition (NER) is to recognize and define real

names found within unstructured texts into fixed categories like Person,

Location and Organization. The term "Named Entity" (NE) refers as well to

some time and numerical entities as it was initially implemented as a data

extraction task and was considered significantly valuable by the scientific

world (Shaalan [2014]). To design a NER model, three techniques are pre-

sented: rule-based approach which is based on custom-made grammati-

cal guidelines, machine learning (ML) based approach that uses a collec-

tion of variables obtained via NEs annotated datasets, and finally hybrid

approach that utilize the previous two approaches to enhance the system

efficiency (Oudah and Shaalan [2012]).

2.3.1 Applications

In this section, we will be discussing five main applications where NER is

highly used in NLP domain, with pointing out it’s various role that varies

from one task to another (Oudah and Shaalan [2012]).

Information Retrieval (IR) The process of finding and retrieving related

records from a database based on the input query. IR utilizes NER in two

main methods:

1. identifying the NEs included inside the input query

2. identifying the NEs inside the searched documents in order to re-

trieve the related files while keeping NEs confidentiality and their

relation to the query in mind.

For example, "Apple" can be identified as a type of fruit or an organization

name; figuring out the proper classification may aid in the extraction of

the related records (Benajiba et al. [2009]).

Machine Translation (MT) is converting textual data from one language

into another chosen language. High-quality NE translation plays a ma-
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jor role in optimizing MT system efficiency. Hence it requires additional

consideration and attention in order to be properly converted, especially

with the applications that support multi-language. In case of translating

from Arabic language into English, some words might get interpreted in-

correctly due to it’s double meaning, for example the word (�§r�) can

be translated into the adjective "generous" or into a name "Karim", dis-

tinguishing between these two words is crucial in the MT performance

(Babych and Hartley [2003]).

Question Answering (QA) QA role is quite relevant to IR tasks; however,

the findings are more advanced and complex. QA application provides

detailed and accurate responses given some questions by the user. NER

starts with a query analysis process to classify the NEs contained inside

it, which will assist in finding related records and developing the answers

from these acquired documents. Usually, the answer to most questions

can be found in a NER system, in case of "who?" an answer is a Person or

Organization, "where?" entail a location, and "when" can be answered by

expressions of time (Hamadene et al. [2011]).

Text Clustering (TC) Clustering the output from a query will take advan-

tage of the NER system by ordering the results into a group of clusters de-

pending on the number of NE contained in each group. This strengthens

the clustering methodology of defined properties and the method of eval-

uating the structure of every cluster. One example of this application is

using time and location NEs to help find the related document or informa-

tion of a particular event (Benajiba et al. [2009]).

Navigation Systems This feature have become extremely important in the

last few years, as it allows a better, more easy navigation experience on

digital maps. This is achieved by offering constant updates of traffic alerts,

local location details, and related online services. The idea is simple: an ex-

tensive database containing all NEs referred here to points of interest and

their geographical coordinates. Which act as suggestion points to tourists

and travelers on vacation that can help them the nearest or a specific place

or services like hospitals, parking lots, stores, food, monuments, and many

other things (Kim et al. [2012]).
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2.3.2 Named Entity Tag Set

The process of classifying each named entity to it’s corresponding label is

often referred to as tagging. In the case of a continuous string of words

having the same label, it is called a single multiword Named Entity, and

the label given to each NE can vary from model to model depending on

the user’s need (Mohit et al. [2012]).

There are three most common tagging techniques for text annotation will

be discussed and explained. These techniques can be used as a standard

to annotate textual information and system outputs (Shaalan [2014]).

The 6th Message Understanding Conference (MUC-6) This method can

be regraded as the starting point for all NER tasks. By simply classifying

named entities into three main tag groups and assigning a type to corre-

sponding tag element (Shaalan [2014]):

1. ENAMEX, contains persons names, location and organization.

2. NUMEX, defines all numerical entities like money and percentage.

3. TIMEX, specifically for temporal expressions like time and date.

For example, a NER model using the MUC style on the sentence

"Thomas bought 150 shares of Apple Corp in 2020" is shown in table 2.3.2

MUC tagging

TERM TAG ELEMENT TYPE

Thomas </ENAMEX> 〈ENAMEX TYPE=PERSON〉
150 </NUMEX> 〈NUMEX TYPE=CARDINAL〉
Apple Corp </ENAMEX> 〈ENAMEX TYPE=ORGANIZATION〉
2020 </TIMEX> 〈TIMEX TYPE=DATE〉

The Conference on Computational Natural Language Learning (CoNLL)

In this method, CoNLL uses an inside-outside-beginning (IOB) format to

label fragments of text expressing the named entities in a dataset, giving

out an output of four categories: person, location, organization, and mis-

cellaneous. Following a word-based classification problem, a tag is given

to each term, defining either the word is at the (B) beginning of a particu-

lar NE,(I) inside a certain NE, or (O) outside any NE. This annotation tech-

nique is applied when NEs are not nested hence do not overlap (Benajiba
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et al. [2007]). As such, each term appearing in the text should be marked

with one of the following tags:

• B-PERS : The Beginning of the name of a PERSon.

• I-PERS : The continuation (Inside) of the name of a PERSon.

• B-LOC : The Beginning of the name of a LOCation.

• I-LOC : The Inside of the name of a LOCation.

• B-ORG : The Beginning of the name of an ORGanization.

• I-ORG : The Inside of the name of an ORGanization.

• B-MISC : The Beginning of the name of an entity which does not be-

long to any of the previous classes (MISCellaneous).

• I-MISC : The Inside of the name of an entity which does not belong

to any of the previous classes.

• O : The word is not a named entity (Other).

This is the most common method used by researches. Table 2.3.2 shows a

NER model using the CoNLL stagging scheme for the following sentence:

"Steve jobs, Apple Corp’s CEO, has died in 2011"

CoNLL tagging

Token Tag

Steve B-PERS

Jobs I-PERS

Apple B-ORG

CORP I-ORG

CEO O

has O

died O

in O

2011 B-LOC
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2.3.3 Named Entity Recognition Approaches

NER is often used to fulfill two primary objectives: identifying NEs and

categorizing those NEs into predefined types. To achieve those two ob-

jectives, three techniques are used: the rule-based, the ML-based and the

hybrid approaches.

Rule-based NER

NER systems that are rule-based rely on local handcrafted linguistic rules

to detect NEs inside texts via linguistic and contextual information, as well

as indications. These systems make use of gazetteers/dictionaries to pro-

vide further information about the rules and guidelines. Typically, the

rules are implemented using regular expressions or finite-state transduc-

ers. The major benefit of rule-based NER systems is that they are built

around a strong foundation of linguistic knowledge. However, maintain-

ing rule-based systems is not a simple task, since skilled linguists must be

accessible to make necessary modifications. As a result, any modification

to such systems would be difficult and time-consuming (Shaalan and Raza

[2007]).

Machine learning-based NER

Machine learning-based NER systems make use of machine learning tech-

niques to learn NE tagging recommendations from labeled texts. Super-

vised Learning is the most popular technique associated with this ap-

proach, which portrays the NER challenge as a classification task that re-

quire large labeled datasets for training and testing. Conditional Random

Fields (CRF) is considered one of the most frequently used SL methods for

NER and used in several state-of-the-art applications, alongside Hidden

Markov Models (HMM), Maximum Entropy (ME), Support Vector Ma-

chines (SVM), and Decision Trees as well. The advantage of the Machine

learning-based approach is that they are easy to adapt and update without

wasting time and energy, as long as enough data is available. Additionally,

if we are dealing with open fields, it is preferable to use ML methods since

acquiring or deriving linguistic rules would be prohibitively costly in terms

of both cost and time. The operational workflow can be directed from the
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rule-based system to the ML-based system or vise - versa (Nadeau and

Sekine [2007]).

Hybrid NER

The Hybrid NER approach is a combination of previous mentioned meth-

ods, the Rule-based and ML-based. By using the NEs’ rule-based prefer-

ences as variables in the ML classifier, the hybrid approach has resulted in

significant overall performance (Petasis et al. [2001]).

2.4 Arabic Named Entity Recognition.

While the NER challenge is non-trivial in general, but it is specifically chal-

lenging the Arabic language than in the English language. This is mainly

due to the inherent linguistic variations between the two languages, pre-

cisely the absence of a straightforward indication such as capitalization in

Arabic to identify a named object (Benajiba and Rosso [2008]).

2.4.1 Arabic Named Entity Tag Set

As mentioned in section 2.3.2, NER systems was initially introduced and

received a lot of interest from the research community. Three major com-

ponents were identified in the 6th MUC:

ENAMEX: consists of Person, Location and Organisation.

TIMEX: consists of temporal expressions.

NUMEX: consists of numerical expressions.

Additionally, A customised NER system may need additional sub-divisions

within one or more of the NER components in order to achieve the sys-

tem’s aims and objectives.

The following section gives an example of previous tag methods and how

Arabic can be integrated and highlighting of a new method specifically for

the Arabic language
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The 6th Message Understanding Conference (MUC-6)

Implementing the following sentence

(0202 ¨� ��ws�AF T�rJ �� �hF 051 «rtJ� d�A� )

(Khaled bought 150 shares of Samsung Corp. in 2020)

will give the following output tags in the table below:

MUC tagging

TERM TAG ELEMENT TYPE

d�A� </ENAMEX> 〈ENAMEX TYPE=PERSON〉)

150 </NUMEX> 〈NUMEX TYPE=CARDINAL〉
T�rJ

��ws�AF

</ENAMEX> 〈ENAMEX TYPE=ORGANIZATION〉

2020 </TIMEX> 〈TIMEX TYPE=DATE〉

The Conference on Computational Natural Language Learning (CoNLL)

For example an Arabic NER model implementing the CoNLL tagging on

the sentence

(��¯� Hl��  � ­r¡Aq�� ¨� ¨f�} rm�¥� �®� �CAb� ¨ns� �A�¤ )

(Hosny Mobarak said during a press conference in Cairo that the Security

Council)

will give the following output tags in the table below:

CoNLL tagging

Arabic English Trans. Tag

�A�¤ said O

¨ns� Hosny B-PERS

�CAb� Mobarak I-PERS

�®� during O

rm�¥� conference O

¨f�} press O

¨� in O

­r¡Aq�� Cairo B-LOC

 � that O

Hl�� Council B-ORG

��¯� Security I-ORG
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The Automatic Content Extraction (ACE) program

In the context of the ACE project, Arabic tools for IR has been created. Ini-

tially, four tag types were defined as a benchmark in the ACE 2003: person,

facility(FAC), organization and geographical and political entities(GPE).

Two types were added later on in ACE ACE 2004 and 2005: vehicles and

weapons (El Kholy and Habash [2010]).

For example, a Arabic NER model using the ACE-style tagging on the sen-

tence (¨RAm�� �A`�� ¨�  Anb� �ys� �lm�� C�E ) (King Hussein visited

Lebanon last year) will give the following output tags in the table below:

ACE tagging

Arabic English Trans. Tag

�lm�� King <PER>

�ys� Hussein </PER>

 Anb� Lebanon </GPE>

2.4.2 State-of-the-art in Arabic NER

Meanwhile, several techniques have been developed, especially for solv-

ing the NER problem in Arabic. The majority of traditional Arabic NER

models are rule-based (Shaalan [2014]). Lately, researchers have be-

gun associating this activity with machine learning techniques (Elrazzaz

et al. [2017]). To further enhance performance, efforts have been con-

ducted to merge rule-based and learning-based methods into one single

frame(Pasha et al.,2014; Abdelali et al., 2016).

Rule-based

Maloney and Niv [1998] were the first to address the Arabic NER challenge,

developing the TAGARAB system. A rule-based framework uses a pat-

tern recognition algorithm in conjunction with a morphological tokenizer

(MT) to recognize the following entities: Person, Location, Organisation,

Time, and Number. Their findings demonstrate that when implementing

TAGARAB to a random data source from AL-HAYAT, integrating NE scan-

ner with a MT surpasses the standalone NE detector in terms of precision.
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Mesfar [2007a] created a rule-based Arabic module for the NooJ linguis-

tic system to facilitate Arabic text and NER processing. The module com-

prises three components: a tokenizer, a morphological analyzer, and a NE

detector. The NE locator uses a collection of datasets and identifier lists

to assist in the development of rules. The system recognizes five types of

entities: Person, Location, Organization, Currency, and Time expressions.

This method makes use of morphological features to remove unidentified

proper nouns, therefore improving the system’s overall outcome.

Another study that utilizes a rule-based method for NER is (Shaalan and

Raza [2007]). PERA is a grammar-based method that was developed to rec-

ognize person names in Arabic scripts accurately. PERA consists of three

parts: gazetteers, grammars, and a filtration system. First, a list of full

names is given to ensure that matched names are extracted independently

of the grammars in the gazetteers part. Following that, the input words is

submitted through grammar, which is composed of regular idioms, to lo-

cate the remaining Person NEs. Lastly, the detected NEs are filtered using

specific linguistic criteria to exclude any invalid NEs. When implemented

to the ACE and Treebank Arabic datasets, PERA demonstrated promising

results.

NERA system (Shaalan and Raza [2009]) extends (Shaalan and Raza [2007])

previous study. NERA is a rule-based framework that is able to identify up

to 10 distinct sort of entities: Person, Location, Organization, Date, Time,

ISBN, Price, Measurement, Phone Numbers, and Filenames. The system

consists of the three main components found in the PERA system, imple-

mented using the FAST ESP framework, and provides the same function-

ality for all ten NE kinds. In addition, the authors created their own cor-

pora from various sources to ensure that each NE type has a representative

amount of examples.

ML based

Benajiba et al. [2007] were the first to design an Arabic NER system, ANER-

sys 1.0, based on Maximum Entropy (ME). The researchers created their

own datasets: ANERcorp (a corpus of annotated texts) and ANERgazet (i.e.

gazetteers). The system exploits lexical, contextual and gazetteers char-

acteristics. The framework is capable of distinguishing between four dif-
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ferent categories of entities: Person, Location, Organization, and Miscella-

neous. However, ANERsys 1.0 experienced difficulty identifying NEs made

of several tokens. As a result, Benajiba et al. [2007] created ANERsys 2.0,

which utilises a two-step NER process: 1) identifying the beginning and

ending points of each NE, and 2) categorising the identified NEs. Benajiba

and Rosso [2008] attempted to enhance performance by using CRF rather

than ME and found out that CRF based method produces more accurate

findings.

Abdul-Hamid and Darwish [2010] presented a simpler feature set for Ara-

bic NER. They used CRF to classify NEs into three categories: Person,

Location, and Organization. The system examines just surface structure

(i.e., starting and following character n-grams, term location, word length,

word unigram likelihood, preceding and subsequent word n-grams, and

character n-gram probability) and ignores all additional characteristics.

ANERcorp and ACE2005 datasets were used to assess the system. The

findings indicate that the system outperforms (Shaalan and Raza [2007])

CRF-based NER system.

2.5 Arabic NER Linguistic Resources

Generally, Arabic NLP faces a tremendous challenge due to the unavail-

ability and shortage of digital linguistics resources, specifically Arabic NER.

Hence, it is necessary to invest in developing these resources, as it will

result in several advantages, including renewability, broad coverage, and

frequency and disreputable data, along with a method for analyzing and

comparing models. In NER, corpora and lexical assets are two of the most

frequently used forms of linguistic resources (Shaalan [2014]).

To build a NER corpora, a relatively enormous labeled corpus is needed

in which each NE has its own type assigned to it. A well structured cor-

pus with a good NE type allocations is an essential trait in a reliable cor-

pus. A corpus may be genre-independent/domain-specific and include

texts written in a single natural language (monolingual corpus), two natu-

ral languages (bilingual, parallel, or comparable corpus), or multiple nat-

ural languages (multilingual corpus) (a multilingual or cross-lingual cor-

pus). A popular method suggested in (Hegab et al. [2007]), is to obtain

NE translating combination using both comparable and parallel corpora.
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Parallel corpora, which are sentence-level compatible, are used to identify

one corpus based on the tagged knowledge in the other corpus, allowing

them to balance and enhance one another. For instance, Samy et al. [2005]

approach generates a NE-aligned bilingual corpus based on the simple hy-

pothesis that the same NE can either be translated in a single sentence,

provided the two sentences where one is the translation of the other. The

solution is very successful, as it includes Arabic, a case-insensitive script,

and Spanish, where names and non-names are cast differently.

When NLP studies use freely accessible data sets or corpora, their experi-

mental findings are more effectively comparable.Due to their widespread

use in the research community, these resources have become regular

datasets or corpora, acting as a standard benchmark data for monitoring

performance and evaluating systems based on their annotation capability.

2.5.1 Corpora & Datasets- Benchmarks

Automatic Content Extraction (ACE) Program

The ACE program aims to create extraction technologies that can help

the processing of source language data automatically (in the form of raw

text and as text derived from Automatic Speech Recognition(ASR) and

Optical Character Recognition(OCR)). "Automatic processing, defined at

that time, included classification, filtering, and selection based on the

language content of the source data, i.e., based on the meaning conveyed

by the data.". Therefore, the ACE program necessitated the creation of

technology capable of recognizing and characterizing its meaning auto-

matically. These were the program’s objectives as they aimed to discover

and characterize Entities, Relations, and Events.

The Linguistic Data Consortium(LDC) provided annotation guidelines,

corpora, and other language resources to assist the ACE program. In

collaboration with the Translingual Information Detection, Extraction,

and Summarization(TIDES) program, several of these materials were pro-

duced to aid in the assessment of TIDES Extraction.

ACE annotators labeled broadcast transcripts, newswire, and newspaper

data in three languages: Arabic, Chinese, and English, in order to gener-

ate both training and test data for the evaluation of proper research tasks.
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Entity Detection and Tracking (EDT), Relation Detection and Characteri-

zation (RDC), and Event Detection and Characterization (EDC) were the

three fundamentals annotations tasks. Entity Linking (LNK) was a fourth

annotation activity that consolidated all references to a single entity and

all of its properties into a Composite Entity.

However, this developed linguistic resource is not for free; ACE is only

available to organization researchers with a paid license agreements.

Hence, Small research organizations have difficulty accessing them (Muham-

mad [2017]).

Example of ACE Arabic corpora that commonly used in general for NLP,

specifically classification are:

• ACE 2003 corpus: This includes Broadcast News (BN) and Newswire

(NW) genres. The total size is 55.29 KB and the number of NEs is

5,505.

• ACE 2004 corpus: This includes BN and NW from Arabic Tree Bank

(ATB) genres. The total size is 154.12 KB and the number of NEs is

11,520.

• ACE 2005 corpus: This includes BN, NW, and Weblogs (WL) genres.

The total size is 104.65 KB and the number of NEs is 10,218.

ANERcorp

Aner corpus is one of the publicly available corpora that can be found on-

line. Anercorp was manually annotated only by a single individual to en-

sure the annotation’s consistency. It was developed for Arabic NER tasks

and is divided into two sections; training and testing. The corpus con-

tains more than 300 that were collected from news wire and other forms

of online sources. Prior to labeling the corpus, the data were subjected

to prepossessing. In Arabic, a single word can be written in a variety of

ways. To balance these disparities and reduce data sparsity, the data were

normalized by merging several word forms into a single form. The corpus

follows a standard CONLL format containing more than 150K tokens in

the dataset, and 11% of them are NEs (Benajiba et al. [2007]). Each token

in the corpus has one of the following annotations: person, location, or-
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ganization, miscellaneous, or other. The following table summarises the

distribution of the Named Entities:

• Person : 39%

• Location : 30.4%

• Organization : 20.6%

• Miscellaneous : 10%

American and Qatari Modeling of Arabic(AQMAR)

The AQMAR corpus is a small corpus that consists of 28 Arabic Wikipedia

articles for Arabic NEs that has been manually annotated (Mohit et al.

[2012]). AQMAR dataset has a total of 74000 tokens and 2687 sentence and

consists of four tag elements:

• PERSON

• LOCATION

• ORGANIZATION

• MISCELLANEOUS

and nine entity class: O, B-PER, I-PER, B-ORG, I-ORG, B-LOC, I-LOC, B-

MISC, I-MISC

Documents Words Sentences Entities

Test 20 52,650 1,976 3,781

DEV 8 21,203 711 2,073

Fine-grained Arabic Named Entity Corpora (FANE)

Alotaibi [2015] developed 4 sets of fine-grained Arabic NE corpora.

1. Automatically- developed:

These corpora were generated automatically using the Arabic Wikipedia

and are published under the Creative Commons Attribution-ShareAlike

3.0 Unported License. These datases shares the same annotation
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methodology as ACE, however it includes a new tag, PRODUCT,

which covers Books, Movies, Sound, Hardware, Software, Food,

Drugs and Other. Additionally, the corpora split the PERSON tag

in 10 feature labels to offer a broader coverage, (i.e. Politician, Ath-

lete, Businessperson, Artist, Scientist, Police, Religious,Engineer and

Group). This new structure of labelling can be easily integrated with

the CONLL and ACE format.

• WikiFANE_Whole: The corpus was created by extracting all sen-

tences from Arabic Wikipedia articles.

• WikiFANE_Selective: The corpus was created using sentences

with at least one NE sentence.

2. Manually gold-standard:

The purpose of this corpora was to coduct an in-depth experiment

for fine-grained Arabic named entities. Hence they manually com-

piled Arabic gold-standard fine-grained NE corpora focusing using

two distinct genres. This establishes a vital standard or benchmark

for assessment and comparison with the corpus generated automat-

ically.

• WikiFANE_Gold: This corpus is created from Arabic Wikipedia.

The articles were chosen using a random heuristic, which in-

volved picking articles that discussed a certain topic while keep-

ing a reasonable amount of dispersion throughout the classes.

• NewsFANE_Gold: This corpus is created based on newswire

and uses the same textual data as ANERcorp. The whole corpus

was re-annotated to the fine-grained level.
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Dataset Data Used Size
Named En-

tities

Publicly

Available

ACE 2003

Broadcast

News (BN) and

Newswire (NW)

55.29 KB 5,505 No

ACE 2004

BN and NW from

Arabic Tree Bank

(ATB)

154.12 KB 11,520 No

ACE 2005
BN, NW, and We-

blogs (WL)
104.65 KB 10,218 No

ANERcorp Newswire (NW) 174.76 KB 12,989 Yes

AQMAR
Arabic Wikipedia

Articles
912 KB 5,854 Yes

FANE
Arabic Wikipedia

Articles
25,8 MB 2M Yes
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Related Work

3.1 Bias in Natural Language Processing

Bolukbasi et al. [2016] were the first to set the ground for most of the up-

coming research. The use of Machine Learning in terms of word embed-

ding is a danger that can lead to the accidental amplification of biases in

data. In this paper, they trained Word Embeddings on Google News arti-

cles, resulting in gender stereotypes to a distressing extent. The primary

contribution was to demonstrate that embeddings were able to accurately

capture the connection between words in order to resolve similarities such

as man king, woman queen. However, they found out some similar analo-

gies were biassed, such as relating man to doctor and woman as a nurse,

whereas assigning the term doctor to woman would be more appropriate.

Following the same approach, they acquired a list of stereotyped terms for

each gender, demonstrating that this was not a unique example.

Caliskan et al. [2017] suggested a new technique to measure bias using

the Word Embedding Association Test (WEAT) and the Word Embedding

Factual Association Test (WEFAT). WEAT uses the cosine between the vec-

tors of two words to calculate their similarity. To achieve this, they repro-

duced a set of common human biases as identified by the Implicit Asso-

ciation Test and other well-known psychological research using the GloVe

model (Global Vectors for word representation) - trained on a text dataset

extracted from the web. The findings show consequences, not for artificial

intelligence only, but psychology, sociology, and human ethics, because

29



30 CHAPTER 3. RELATED WORK

they suggest that simply being exposed to daily language might account

for the biases duplicated here.

3.1.1 Bias in NER

Mehrabi et al. [2020] investigated bias in multiple state-of-the-art NER

models, particularly gender bias and the capability of a model to detect

men and women as PERSON entities. First, they collected historical data

containing baby names per year from 1880 to 2018(139 years) from the

US census data website. Additionally, they introduced a benchmark con-

taining nine templates, with the first template having only the collected

names to gain information on the distribution of the training data, fol-

lowing in the eight templates, the name, and a human-like activity. The

NER models used in this experiment were: Flair, CoreNLP, and Spacy with

small, medium, and large models. Afterward, they tested the NER mod-

els against their newly developed dataset and evaluated the performance,

through six sets of error calculations, of every template for males and fe-

males by comparing yearly models’ outcomes. One of their findings, that

female names were being wrongly classified more than male names, for in-

stance the name "Charlotte", which was one of the popular female names

in 2018 was mainly classified as a Location more than Person. In order

to try and debias their findings, two methods were proposed, first by up-

dating the model versions and recalculating their outputs; however, this

showed that upgrading to the model’s latest version might result in an

increase of model unfairness. Secondly, by analyzing the dataset imple-

mented in each NER model, they found out that the bias exists in the data

itself, which can directly impact the model performance.

Using Artificial corpora consisting of 123 names, Mishra et al. [2020] an-

alyze the bias in several NER models in the English language throughout

different demographic groups, precisely the ethnic stereotype. Their de-

mographic structure falls under four groups; Black, White, Hispanic, and

Muslim. Then it has categorized either male or female. The NER algo-

rithms used in this research were; spaCy, Stanford CoreNLP, and BiLSTM-

CRF architecture, with applied GloVe, CNET, and ELMo techniques. Their

experiments indicate that models are more accurate in detecting White

names than the other categories such as Black names. Additionally, they

illustrate that debiased embeddings do not assist in solving the fairness
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issue in name detection. Furthermore, they demonstrate that character-

based techniques like ELMo, have the least biased outcome among the

other NER models; however, they are still unable to completely eliminate

unfairness.

3.2 Mitigating Bias

It has been established that usually, mitigating bias in NER applications

and similar NLP tasks may be accomplished during three stages (Garrido-

Muñoz et al. [2021]):

• Before: Mainly this involves altering or enriching the data source in

order to eliminate the bias or balance the data used in the training

model.

• During/Train: Modifying the model training procedure or fine-

tuning it.

• After: Typically, altering the vector space model following the train-

ing phase

This section will discuss previous work on mitigating bias in NLP using

which technique and stage.

Following on Bolukbasi et al. [2016] work,to eliminate the bias that they

have found, they recommended determining the direction of the gender

vector subspace and adjusting the vector to make occupational words

gender-neutral. Their algorithms can reduce gender bias in embeddings

significantly while preserving their useful properties. These findings can

be used in applications that are designed to minimize gender bias.

Zhao et al. [2018] research was conducted on gender bias in English lan-

guage, using GloVe model. The data was collected from OntoNotes 5.0

and Occupation Data (BLS) and managed to create their own new bench-

mark WinoBias. They used prediction accuracy to evaluate their model

performance, additionally they tried Data Augmentation and Vector Space

Manipulation techiniques for debiasing in the after stage.

Another research was conducted by Manzini et al. [2019], where they used

online text across different domains from reddit platform to tackle eth-

nicty, and religion bias in English language. They used Word2Vec to run



32 CHAPTER 3. RELATED WORK

their experiment and PCA, WEAT, MAC, Clustering as evaluation methods.

They debiased their model through Vector Space Manipulation in After

stage, and they focused on POS tagging, POS chunking, NER tasks.

3.3 Bias in Arabic NLP

To the best of our knowledge, there has been minimal research conducted

directly to measure Bias in the Arabic language. Below, we summarize scat-

tered attempts published in this field:

Habash et al. [2019] introdcued a method for enhancing biased single-

output gender-neutral NLP algorithm with gender-specific alternative re-

inflections. The focus of the paper was machine translation(MT) from

English, a neutral gendered language, to Arabic, a highly gendered lan-

guage and only the first-person expression. An example for this bias is

translating "I am a doctor/ I am a nurse", which results into " Ana Dok-

tor(masculine)" and " Ana Momareda(feminine)" which is unacceptable

for female doctors and male nurses. Thus, they develop an independent

system wrapper that is aware of the first-person gender, giving options to

the user of which gender they would like to select. For example, when the

user translates " I am a doctor" it gives out two selections " / Ana Doktor

/ ana Doktora". This is being achieved by firstly identify the gender, then

reflect it. Additionally, they produced the first parallel gender corpora for

training and evaluating first-person singular gender identification and re-

inflection in Arabic.
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Methods

In this thesis, we propose a methodology to quantify, analyze and de-bias

existing textual biases included in Arabic NLP resources. Our proposed

evaluation approach relies on synthetically generated data to quantify the

bias in existing off-the-shelf and popular NLP libraries with embedded

Arabic NER models based on various architectures trained on standard

datasets. This section describes the included experiments and gives fur-

ther details on the models used in our analysis and the evaluation proce-

dures for each task.

4.1 Data

In order to evaluate the bias in NER among different categories, a corpus of

phrases is required, in which the identified entity is similar to each other or

belongs to the same category. This can be obtained by creating sentence

templates that provide placeholders that can be replaced with different

names. The following sections describe the procedure for creating named

entity corpora that consists of templated-sentences that begins with an

Arabic names followed by a noun that represents a human-like activity.

The dataset created is inspired by Bolukbasi et al. [2016], however the de-

tails of the names collection is different as there were no available name

censuses for Arabic names, and the pattern are also different to reflected

biases more apparent in the middle-eastern culture and to take into con-

sideration the inherent distinctions in the Arabic language. Our data set is

concerned with the person entity only and does not include any other enti-

ties. More specifically, the dataset relies on the first person named entities.

The ambiguous impact produced by the sentence’s grammatical syntax is

removed by applying a different name to the exact sentence.

33
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Names The names collection includes names representing five distinct de-

mographic classes based on gender and religion. These classes are divided

into: Female, Male, Unisex, Coptic and Muslim. Table 1 has a complete list

of names along with their demographic class.

All the names included in our evaluations are compiled through a two-

phase collection scheme. The first step follows the guidelines of any

dataset collection, it involves two native-speaking Arabic Annotators

that constructed a list of popular Egyptian names through this website:

"https://www.behindthename.com". The compiled list include all name

categories that this research focused on. The original list after website

curation included a total of 300 first name. The second step involved

classifying the names collected into specific categories, namely; male,

female, unisex, Coptic and Muslim. To achieve the most accurate clas-

sification as possible, a questionnaire was created where users were to

choose one class y only for each name displayed where they think the

name best belongs to. As the original list of names was too long, and since

we aimed at making the questionnaire time limited to 5 minutes, two

version of the questionnaire were created (each with 80 name). Next both

were shared with 40 Egyptians, responses were gathered and analyzed and

finally names with low users agreement were discarded from our evalua-

tions. The final list is shown in table 6.2 that can be found in the appendix,

it contains a total of 175 names divided into 3 subsets:

• 70 female and male first names

• 35 unisex first name

• 31 Muslim and Coptic first names

I recognize that my research is constrained by the availability of names

from various classes, and I understand that individuals will not always

identify their names with the associated demographics group. Addition-

ally, I do not recommend using this name list to estimate or predict any

demographic characteristics about an individual, as demographic char-

acteristics are private identifiers, and this approach is subject to mistake

when used at the individual level.

Templates The goal was to compile a list of template that covers a variety

of existing biases. For that purpose we chose 4 main template categories.

"https://www.behindthename.com"
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1. BASIC we start with a basic template as this provides no context to

the NER models, it simply contains a name. With this template, it

should show the ability of NER architecturs to detect different name

classes.

2. OCCUPATION A total of 6 distinct professions. Each phrase is a fac-

tual statement and lacks the ability to express either positive or neg-

ative impression by itself.My selection of 6 occupations was moti-

vated by the desire to represent a range of gender distribution fea-

tures and career kinds. I selected 3 professions that are slightly male

dominated doctor, student, mechanic, and also add slightly female

dominated nurse, teacher, secretary.This dataset is genderly equal in

size containing 70 phrase for each gender and a total of 210 per gen-

der.

3. NEUTRAL This category mainly focuses on the religious bias where

names from Muslim/Coptic names are followed by a statement that

does not reveal any religious identity such as (in Egypt) . This set

constructed of 31 phrases for each religious name.

4. STATEMENT This category mainly focuses on the unisex names that

can be used to reference both males and females in Arabic. The list is

duplicated to include the same verbs but conjugated twice to match

males and females mentions. The list contains 70 phrases for each

gender.

4.2 Experimental setup

4.2.1 Hardware details

All the following experiments were run on my laptop DELL XPS with In-

tel(R) Core(TM) i7-8550U CPU @ 1.80GHz. Google Colab was employed to

run the proposed experiments and validate the results using NVidia Tesla.

K80 GPU.
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4.2.2 Models & techniques

In order to asses the presence of bias in NER systems, We investigated five

off-the-shelf named entity models used in industry and academia. We pro-

vide next details of their architecture, sources and usage scenarios of each.

STANZA

STANZA is a publicly available python NLP toolkit developed by Stanford

NLP Group in 2020 to process more than 66 human languages. Stanza

is a complete neural network workflow specializing in comprehensive

text analysis covering the following features; tokenization, lemmatization,

multi-word token (MWT) expansion, part-of-speech (POS), morphologi-

cal features tagging, dependency parsing, and named entity recognition.

For training the model, 112 datasets were used, including the Universal

Dependencies treebanks and additional multilingual corpora, giving a

consistent performance across all languages. Furthermore, more capabil-

ities, such as coreference resolution and relation extraction, are achieved

using the python API against the commonly known Java Stanford CoreNLP

package.

For the Arabic language, STANZA uses the AQMAR corpus giving out four

types of entities (PER, LOC, ORG, and MISC). A contextualized string

representation-based sequence tagger is used. They start with a single lan-

guage model trained to simulate how a forward and a backward character

level long short term memory (LSTM) would communicate. Next, they

include word embeddings at word positions to imitate how characters

and words connect at each position, then inject the results into a standard

Bi-directional long short-term memory (Bi-LSTM) sequence tagger with a

conditional random field (CRF)-based decoder (Qi et al. [2020]).

The model uses python 3.6 version and documentation can be found in

the following link :

https://stanfordnlp.github.io/stanza/index.html

POLYGLOT

Al-Rfou et al. [2015] developed the POLYGLOT tool using a different ap-

proach by exploiting word embeddings techniques [i.e., Semantic and

https://stanfordnlp.github.io/stanza/index.html
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grammatical aspects are coded using vectorial representations that were

created by pretraining from a substantial quantity of text] as the main

functions in a primary neural network-based word-level classifier, for ex-

ample, a single hidden layer model that uses word embeddings to provide

a unique classification for each word within a given range of text-centered

around each word. Polyglot covers 40 languages, training its models us-

ing datasets automatically collected from Wikipedia and outputting three

types of entities (PER, LOC, and ORG). The authors analyzed phrases from

Wikipedia articles in several languages for creating the training datasets,

taking into account the relevant hyperlink structure. For example, if a

link within a Wikipedia phrase is connected to an article classified as an

entity by Freebase, the anchor text was used as a positive training exam-

ple for that entity type. Additionally, due to Wikipedia’s style constraints

that prevent all entity references from being connected, the authors used

oversampling and surface word matching to boost model training.

The following link contains implementation examples and documenta-

tion on Named entity recognition Polyglot library:

https://polyglot.readthedocs.io/en/latest/NamedEntityRecognition.
html

Computational Approaches to Modeling Language Lab (CAMeL Tools)

In 2020, New York University’s research in Abu Dhabi developed the first

library that offers a toolkit for Universal Arabic NLP in terms of features.

The library is a collection of open-source tools developed in Python for

processing and analyzing Arabic text that supports both MSA and Arabic

dialects. It now offers APIs and command-line interfaces(CLIs) for pre-

processing, Disambiguator, Tagger, Tokenizers, morphological modeling,

dialect identification, named entity Recognization (NER), and sentiment

analysis (Obeid et al. [2020]).

For the NER application, CAMeL Tools uses ANERcorp as their training

set, using HuggingFace’s Transformers to fine-tune AraBERT for labeling

named entities in the commonly used IOB (inside, outside, beginning)

NER tagging format. They output four entity types (PER, LOC, ORG, and

MISC)

https://polyglot.readthedocs.io/en/latest/NamedEntityRecognition.html
https://polyglot.readthedocs.io/en/latest/NamedEntityRecognition.html
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CAMeL Tools installation and setup can be found in:

https://github.com/CAMeL-Lab/camel_tools

FLAIR

FLAIR is an open-source framework developed using BiLSTM-CRF se-

quence labeling referred to as contextual string embeddings. FLAIR en-

codes phrases as a series of letters and performs auto-regressive training

on them. By combining forward and backward character language models,

FLAIR can represent sequenced bidirectionally. An important property is

that by representing context as characters, FLAIR models may generate

many embeddings for the same word depending on its surroundings and

deal with uncommon and misspelled words (Akbik et al. [2018]).

According to author, their model outperformed earlier models on En-

glish and German NER task, enabling them to publish new state-of-art F1

scores for the CONNLL shared challenge.

For Arabic NER task, ANERcorp was used as well for training the model,

outputing four entity types (PER, LOC, ORG, MISC) A list of all word em-

beddings techniques can be found here:

https://github.com/flairNLP/flair/blob/master/resources/docs/
TUTORIAL_4_ELMO_BERT_FLAIR_EMBEDDING.md

Flair Embeddings Contextual string embeddings are extremely powerful

embeddings that collect additional syntactic-semantic information than

ordinary word embeddings. The important difference is that they are

taught with no explicit concept of words and hence basically model words

as sequences of letters. Furthermore, they are contextualised by the infor-

mation that surrounds them, which means that the same word may have

many embeddings depending on its context.

Flair Embeddings github repository:

https://github.com/flairNLP/flair/blob/master/resources/docs/
embeddings/FLAIR_EMBEDDINGS.md

FastText Embeddings FastText Embeddings may provide vectors for out of

vocabulary (oov) terms, through exploiting sub-word information.

https://github.com/CAMeL-Lab/camel_tools
https://github.com/flairNLP/flair/blob/master/resources/docs/TUTORIAL_4_ELMO_BERT_FLAIR_EMBEDDING.md
https://github.com/flairNLP/flair/blob/master/resources/docs/TUTORIAL_4_ELMO_BERT_FLAIR_EMBEDDING.md
https://github.com/flairNLP/flair/blob/master/resources/docs/embeddings/FLAIR_EMBEDDINGS.md
https://github.com/flairNLP/flair/blob/master/resources/docs/embeddings/FLAIR_EMBEDDINGS.md
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Flair FastText Embeddings github repository:

https://github.com/flairNLP/flair/blob/master/resources/docs/
embeddings/FASTTEXT_EMBEDDINGS.md

Model Dataset Entities Technique Year

POLYGLOT
Wikipedia,

Freebase

PERS, lOC,

ORG

language agnos-

tic techniques
2014

FLAIR ANERcorp
PERS, LOC,

ORG, MISC

BiLSTM-CRF

character-based

model

2018

STANZA
AQMAR

corpus

PERS, LOC,

ORG, MISC

Rule based

model
2020

CAMEL ANERcorp
PERS, LOC,

ORG, MISC

Rule based

model
2020

4.3 Evaluation

A major dilemma is determining how to compare different models that use

word embeddings, rule-based appraoch, or machine learning approach.

While normally NER task is evaluated through the traditional metrics such

as Precision, Recall and Accuracy. The variations in performance across

models might be ascribed to a variety of factors, including improved pre-

trained word embeddings, a different architecture, a different target or

goal, or the normalization layer.

To address the bias issue in the existing NER models, we resort to differ-

ent evaluation metrics. For each of the three experiments, I ran each NER

model on my generated benchmark dataset and assessed the performance

of each template across female and male genders, as well as comparing the

outcomes of these models between genders. We rely on two main factors

when comparing results across models:

1. Person Count: First evaluation technique is basically just detecting

the person name. If the name is tagged as a PERSON, the system

simply add it to the count

https://github.com/flairNLP/flair/blob/master/resources/docs/embeddings/FASTTEXT_EMBEDDINGS.md
https://github.com/flairNLP/flair/blob/master/resources/docs/embeddings/FASTTEXT_EMBEDDINGS.md
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2. Non-tagged Error" The second evaluation metric is error based tech-

nique, similar to recall calculations. This sort of error is used to deter-

mine if a name is tagged as non-PERSON or not tagged at all. To put

it another way, any name that isn’t labelled as a PERSON is deemed

as an error (Mehrabi et al. [2020]).

4.4 Measuring Bias

We conduct 4 main experiments to measure and quantify the bias in Ara-

bic textual resources. Our aim is not only detect biases in text but to also

compare which model and architectures are more robust against others

in capturing such biases and by-passing them. Each experiment is con-

cerned with a certain type of bias.

4.4.1 Experiment 1:

In the first experiment, we investigate the capabilities of the NER models

to detect masculine and feminine proper nouns. For this experiment we

use the first template , the BASIC one <NAME> which contains only the

name and is considered context-independent. As mentioned earlier, the

name list contains popular and commonly used Arabic names for both

genders. Assuming fairness among genders, we expect that for the curated

name lists, the detection of male and female names should be the same or

slightly comparable.

4.4.2 Experiment 2:

The second experiment explores the stereotypes and gender roles in our

society, more specifically in occupations. It involves the six templates

of the second category listed in the table 4.4.2 below. Each template be-

gins with a name from the collected male/female lists and ending with a

human-life occupation.
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Template Sentence

1 <NAME> is a doctor

2 <NAME> is a nurse

3 <NAME> is a student

4 <NAME> is a teacher

5 <NAME> is a mechanic

6 <NAME> is a secretary

For each template, the models were run on female names only first and

then on male names.

1. Opposite to the English language, Arabic is a gendered language.

2. With each gendered name adaptation in the template, the occupa-

tion word ending changes, defining whether it is suitable for mascu-

line or feminine form.

3. A masculine profession can be switched to feminine by adding

(­) or T̃eh Marbouta to the end of word, as shown in the following

table.

English Arabic Translation

Ahmed is a doctor Cwt� dm��

Mariam is a doctor ­Cwt� �§r�

Ahmed is a nurse |rm� dm��

Mariam is a nurse TRrm� �§r�

Ahmed is a student 	�AV dm��

Mariam is a student Tb�AV �§r�

Ahmed is a teacher xCd� dm��

Mariam is a teacher TFCd� �§r�

Ahmed is a mechanic ¨ky�Ak� dm��

Mariam is a mechanic Tyky�Aky� �§r�

Ahmed is a secretary ry�rkF dm��

Mariam is a secretary ­ry�rkF �§r�
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4.4.3 Experiment 3:

In this experiment, once again we aim to evaluate the models’ perfor-

mances against gender bias through the unisex name list. This is a two-

fold evaluation achieved by evaluating the models on: (1) Only on the first

name (35 unisex names) and (2) the name followed by a human-like activ-

ity through a verb. There are two reasons why using an activity verb in this

case will be the most suitable :

1. In the Arabic language, the verb can define a person gender by only

changing the first letter of the verb while maintaining the same word

base.

2. Masculine verbs usually starts with (©) or Ỹeh and feminine verbs

starts with (�) or T̃eh

3. To mitigate any gender bias that might occur, for instance like occu-

pation.

Sample examples of the data used in this experiments are shown in table

4.4.3

Form English Arabic Translation

Masculine Nour plays 	`l§ Cw�

Feminine Nour plays 	`l� Cw�

Masculine Esmat eats ���§ Cw�

Feminine Esmat eats ���� Cw�

4.4.4 Experiment 4:

In the final experiment, we measure the religion bias by investigating the

final template category that includes Muslim and Coptic first names. The

models were tested on:

1. First name only (31 Muslim and Coptic names)

2. The existing name following with a gender-less, non biased state-

ment.
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As we only want to evaluate the religion biases in this experiment, we

chose that the pattern following the name is gender independent so we

minimize the gender bias effect and not accumulate it on top of the reli-

gious bias.

Religion English Arabic Translation

Coptic Michael is in Egypt rO� ¨� �k§A�

Muslim Mohammed is in Egypt rO� ¨� dm��

4.5 Mitigating Bias

The next phase of our study involves eliminating and reducing biases ef-

fects found in any of the previous experiments. As explained in chapter

2.5.1, various techniques for mitigating bias in NLP have been suggested

and developed. They mainly focus on two main approaches: debasing the

text corpora or debasing the model algorithms. They are also referred to

as retraining and inference. Retraining techniques involve retraining the

model, whereas inference approaches decrease bias without the need for

changing the original training set. Retraining approaches are frequently

used to tackle gender bias in its early phases or even at its origin. Never-

theless, retraining the model from the beginning on a new source of data

might be time and resource consuming. On the other hand, inference ap-

proaches do not necessitate retraining of models; rather, they adjust pre-

existing models to alter their outcome, therefore giving a debiasing effect

during testing (Sun et al. [2019]).

A popular debiasing technique is Vector space manipulation. This ap-

proach is also known as "word embedding debiasing" or "hard debiasing."

Word embeddings are vector representations of words. This technique was

first mentioned by Bolukbasi et al. [2016], where he suggests finding the

gender’s vector representation to correct for its divergence and equalize

some terms with regard to the neutral gender. This suggestion has been

improved significantly in order to properly capture the bias while avoid-

ing harm to the model.

On the other hand Data augmentation handles biases that exist in data.
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In many tasks, a data collection has an abnormally high number of refer-

ences to a single attribute. To address this,Zhao et al. [2020] recommended

creating an augmented data set that was similar to the original data set but

biased towards the other lower class. Then training on the combination

of the original and new biased data. Hence, try to represent that specific

attribute in a less biased manner. The overall goal would be to balance

the data on the bias-level. In our work, we followed the data augmenta-

tion technique as we find the Word embeddings debiasing is not the best

methods when it comes to the Arabic data and models:

1. Fairness is a tremendously complicated topic that no algorithm can

define on its own. According to research, training an algorithm to

perform similarly well on all population subsets does not assure fair-

ness and actually cripples the model’s learning ability.

2. Applying more objective functions can reduce the accuracy of the

model, resulting in a trade-off. Rather than that, it is preferable to

simplify the method and guarantee that the data is balanced, there-

fore increasing model performance and eliminating the trade-off.

3. It is unrealistic to assume the model will perform effectively in situ-

ations when it has not seen many examples. Improving the diversity

of the data is the greatest approach to assure good results.

4. Using engineering approaches to de-bias a model is both compli-

cated and tricky. It is far less expensive and time-consuming to train

the models on fair data in the first place, allowing the researchers to

focus on development.

While some argue that the data is merely a subset of the bias issue. How-

ever, it is fundamental, impacting all that follows. That is why we believe it

is crucial and would pave the way to better unbiased performance in the

Arabic NER model and is plays a key role in the problem solution. This

was also motivated by the fact that the data have a significant impact on

fairness limitations if it includes any biases. The road to debiasing start

by measuring how biased is the data.So first we analyse the dataset used

in the training of the NER model to evaluate whether they could have a

bias towards a particular group leading to the discriminatory behavior ob-

served from the results of the previous sections.
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4.5.1 Experiment 1: Analyzing ANERcorp

We mainly focus on the ANERcorp, full details of the dataset are given in

chapter , blow we explore in depth the class distribution of the dataset to

unveil the existing biases. In the this experiment, we manually annotated

the ANERcorp dataset in a straightforward method, by identifying the per-

son’s names and adding a label to each name, "F" for female and "M" for

male. Annotation was only concerned with the person entity that exists

in the dataset and covered both B-PER and I-PER which refers to the first

name and the second name respectively. Over all, redadd a number of the

total number of persons tag in anercorp were re-annotated and a gender

label was added. As shown in figure redinsert the graph here ,the corpus

shows extreme bias towards the male gender resulting in 96% names of

men and less than 4% for females. The corpus contains a total of 6186 male

mentions and only 248 female mentions. That means for every female

mention; there is 24 male mention. Although gender-specific bias was un-

avoidable, male dominance is greater than predicted. Previously a similar

analysis was conducted on the English NER dataset (Lennon [2020]), it was

found that for every mention, there exists almost 5 male mention. This en-

tails that bias found in Arabic resources is more apparent than its counter

English resources.

4.5.2 Experiment 2: Data Augmentation

After the annotation step was completed and realizing that the training

dataset has a severe gender imbalance, a data augmentation step is re-

quired. In order to overcome this bias through the data augmentation ap-

proach, more sentences with female mentions were needed. While many

publications suggest generation of synthetic data to counter-balance the

included sentence, in other word including the same sentence with chang-

ing the male names to female names and applying corresponding changes.

However, we beleive that this does not reflect real-world scenarios so we

researched other options. We resorted to downloading two publicly avail-

able corpora AQMAR and FANE. Again both data set were re-annotated

and for each person’s name, an extra label(F or M) was appended. The next

step involved extracting all the sentences that contain any female men-

tions, leaving male mentions sentences only out. The end result of this
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step was two extra additional training corpses to mitigate the male dom-

inating biased ANERcorp. It is worth mentioning that Female names are

only available as first person name only. They are mostly accompanied by

a male name as the last name which again contribute to the original male

bias but it does balance it nonetheless. To better evalaute the NER model

we divide our analysis according to the dataset imbalance :

1. ANER ORIGINAL: The original corpus with 3990 training size. It con-

tains a total of 6434 total mentions divided into 3601 first names (B-

PERS tag) and 2833 secondary name (I-PERS tag).

2. Extracted sub-dataset: The extracted dataset contains 8456 men-

tions, broken down to 2152 female and 6304 male mentions. The

male count still exceeds the female count even in this dataset due to

the existence of the last name as mentioned.

3. ANER BALANCED: Due to the apparent gender inequality and the

low proportion of female sentences in the original corpus, I pro-

posed to try and balance the corpus by adding the extracted sub-

dataset to the original dataset. This union does not entirely remove

the bias; however, it improves the male to female ratio. Hence, giving

a chance for the model to predict a better output.

4. BALANCED 35: Given the shortage in the balance between females

and males in the previously mentioned dataset, we tried to extract

a maller corpus with a better ratio. This dataset consists of all the

sentences that contain female mentions from ANER BALANCED, re-

sulting in a smaller corpus than the original but with the most minor

ratio between the two genders.

4.5.3 Experiment 3: Re-measusring Bias

After evaluating the severity of gender bias in each Off-the-shelf models,

we choose one tool to re-evaluate the bias after the mitigation step. In our

case it was the FLAIR NER model to evaluate whether they could have a

bias towards a particular group leading to the discriminatory behavior ob-

served from the results of the previous sections. Our choice for the FLAIR

model to conduct our experiments was mainly because of the availability

of the documentation, the straight forwardness of the model re-training,
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as is it an important part of the mitigation, both in terms of the imple-

mentation and the available resources. Moreover, their NER architecture

model is compatible with any corpus, as long it has CoNLL tagging format

and offers a various range of different types of embeddings techniques.

Flair Embeddings is based on contextualized string embeddings which

are currently considered state-of-the-art models in many NLP tasks, using

the ANERcorp for their NER model training. In the previous experiments,

Flair Embeddings seems to show a higher performance as well as greater

bias than the other models.

Lastly,we repeat the experiments mentioned in section 4.4 after retraining

the NER model on the newly compiled datasets. In order to evaluate the

model performance after the debias technique, we compare the model’s

output on the three corpora: ANER ORIGINAL, ANER BALANCED and

BALANCED 35

4.6 Case Study: Real Life Data

Furthere more, we conduct one extra evaluation experiment to better val-

idate the newly trained models’ performance on external data other than

the NER datasets. We attempt to test the model ability to detect person

name entity in real life data sentences. For that purpose, we mine a popu-

lar Egyptian newspaper website https://www.youm7.com/. This website

contains daily articles about different topics varying from politics and eco-

nomics to sports and media news. Next we collect short sentences found

in various existing articles, we decided to extract the data related to the

three major topics, Politics, Media and Sports.

To maintain a robust evaluations, obtain accurate results and try to avoid

the noise found in data, some constraints are taken into consideration

when collecting the articles:

1. The sentences are kept gender-specific and contains one full name

only

2. For each topic, 15 sentences are collected for each gender

3. To ensure fairness in evaluation, each sentence was mitigated to the

opposite sex and added to the corpus

https://www.youm7.com/
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This results in a total of 120 sentences, 60 per each topic. Example of sen-

tences collected in each topic. Finally, we preform the NER task using the

newly enhanced Flair NER models.



5
Results Discussion

In this chapter we follow the methodology approaches explained previ-

ously to quantify the gender bias in existing models and also aim at mit-

igating the bias through data augmentation. The chapter is divided three

main parts where results from the current ANER dataset are reported, re-

sults from the augmented datasets are reported and finally the case study

to show the efficiency of our proposed mitigation technique.

5.1 Dataset

The final dataset collected was a combination of Arabic names with, op-

tionallym a human-like activity. The final generated dataset is divided

into 3 subsets to serve each of the experiments. The first set consists of

female/male names which serves experiment 1 and 2 it consist of 210 sen-

tences, 70 names and 8 template for each gender, totalling to 420 sen-

tences and 140 name. The second set is used in the analysis of experiment

2 to detect how gender-less names are perceived by models. This set con-

tains a list of 35 unisex name with one single pattern <dance> resulting in

70 sentences for both gender. The third and last set contains 62 religious

names that indicates an Islamic or Coptic religion distributed equally.

5.2 Quantifying Bias in models’ prediction

Experiment 1: Gender Bias

In this experiment, we evaluate the ability of all models to detect the BASIC

TEMPLATE scheme which involves simple a female or a male name. Fig-

ure 5.1 shows the name counts for each of the male and female categories.

49



50 CHAPTER 5. RESULTS DISCUSSION

As illustrated The Flair framework, using flair embeddings, outperformed

all model in detecting the PER named entity with 57 and 26 for both male

and female names respectively. The STANZA model followed up, with 42

male name captured and 23 female name captures. Both POLYGLOT and

FLAIR(using fastext word embeddings) detected less than 20 names for ei-

ther males or females. Nonetheless, in all models, there is an obvious pat-

tern where male names are detected more than female name. The same

results can also be verified in 5.2, that shows the non-tagged error values

for all models are lower for the male category. It is also important to note

that the models’ evaluation should not only be based on the recognition

of names in total, i.e counts. But also on the ability of the models to de-

tect both gender names in a balanced way. From this perspective, the

FLAIR(using fastext word embeddings) is the least one to demonstrate a

difference among males and females name detection despite its poor per-

formance overall compared to the rest of the models.
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Figure 5.1: All Models Person Count

Figure 5.2: All Models Non Tagged Error
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Experiment 2: Stereotype Bias

Similar to the previous experiment, this experiment focuses on highlight-

ing the stereo-typical conventions usually attributed to males and females

such as certain professions. The models were evaluated against 6 OCCU-

PATION PATTERNS. All models capture the name entities when couples

with a profession for the male sentences more than the females sentence.

This is valid for all sentences which indicates that there is no typical stereo-

type reflected in the data. While males-based sentence still get better per-

formance, this might be due to the original bias in names previously re-

ported. On another hand, the analsyis of professions per gender, shows

that the least detected profession for males is nurse and teacher in almost

all models except for CAMEL. The same cannot be reported for female-

based sentences, as models do not exhibit a common pattern. Results

for experiment 2 are shown in figure 5.3, it show the performance of each

model individually grouped by Male and female detected counts.
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(a) Polyglot Male Count (b) Polyglot Female Count

(c) Flair Fasttext Male Count (d) Flair Fasttext Female Count

(e) Flair Embeddings Male Count (f) Flair Embeddings Female Count

(g) Stanza Male Count (h) Stanza Female Count

(i) Camel Male Count (j) Camel Female Count

Figure 5.3: Stereotype Occupation Comparison
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Figure 5.4: All Models Person Count

Figure 5.5: All Models Non Tagged Error

Experiment 3: Gender-less Bias

The STATEMENT PATTERN is exploited in this experiment with unisex

names. We evaluated the model’s ability to detect the names when used in

a gendered sentence. The results shown in figures 5.4 and 5.5 demonstrate

that there is no significance among detection of the names using the male

or female gendered sentences. POLYGLOT and CAMEL actually detect fe-

male sentence more than males sentence. While the male classification is

still dominant in some of the models but this could still be contributed to

the gender bias imbalance already existing as demonstrated in the BASIC

TEMPLATE classification.
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Experiment 4: Religion Bias

In this experiment, we use another subset of data that include the NEU-

TRAL TEMPLATE. It consists of Muslim and Coptic Arabic names that be-

long to both males and females. The purpose behind such experiment is

to highlight if any religion bias exists, specifically towards Muslim names

since the Arabic and middle-Eastern region is populated mostly by Mus-

lims. Contrary to the assumed hypothesis, all models were able to de-

tect Coptic names better than Muslim names. This can be seen in both

the name count and the non-tagged errors in figure 5.6 and 5.7. Same

results were obtained on the sentence level where all models were detect-

ing the Coptic names more often as reported in 5.8 and 5.9. As this was

an unexpected finding, we investigated possible reasons behind such re-

sults. Since the dataset is generated from news where foreign names are

frequently mentioned more. With a closer look into the dataset, the ANER

corpus contained total of 3601 B-PER, 671 Non Arabic names, 2931 Arabic

names. The second possible reason was that gender Bias is causing Reli-

gion bias, with an in-depth analysis of which sentence were not detected

among the religion sentences, it was proved that no religion bias existed

among the male names, and all missed instances were in the female cate-

gory.
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Figure 5.6: All Models Person Count

Figure 5.7: All Models Non Tagged Error
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Figure 5.8: All Models Person Count

Figure 5.9: All Models Non Tagged Error
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5.2.1 Mitigating Bias

Data Augmentation Analysis

Due to the biased-nature of the original data where male mentions were

much more frequent than female mentions, we aimed at mitigating the

bias through data augmentation. To reverse and decrease this bias ef-

fect, the original dataset was expanded by instances with mainly female

mentions from two other datasets AQMAR and FANE. To measure and

quantify the degree of performance improvement when balancing the

data, two version of the datasets are evaluated: 1) ANER balanced and

2)BAL35. The details and ratios of the dataset distributions can be seen in

table 5.2.1. Graphical representation of the distribution is also illustrated

in figure 5.10. As shown, BAL35 is the most balanced dataset among them

where each female mention has only 2.9 male mention on average. While

it makes-up for the previous gender inequality, the dataset size has also

decreased to almost half of the original ANER corpus.

Dataset
Female:Male

Ratio

Training

Size

B-PERS

F:M

I-PERS

F:M
F:M

ANER 1:24.9 3990 229:3372 19:2814 248:6186

ANERBAL 1:4.7 5966 1944:5532 456:6958 2400:12490

BAL35 1:2.9 2112 1944:2445 456:4590 2400:7035
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Figure 5.10: Dataset Male vs Female Mention

Bias Mitigation results

In this section, we report the results from repeating the experiments in

section 5.2. We aim at re-quantifying the bias after the training data was

adjusted in favor of the female mentions. We also aim at investigating how

this affects not only the gender bias analysis but also other biases in data,

Experiment1: Gender Bias

Figures 5.11 and 5.12 show results of the FLARE model(with flare embed-

dings) after being re-trained on the new balanced datasets. Results show

that the bias is reduced by our approach in both ANERBAL and BAL35

to almost half of what it was by solely training on ANER. There is no sig-

nificance difference among the newly created data as BAL35 only outper-

forms ANERBAL with 0.8%. Additionally, the models not only improve

the performance in terms of previously reported bias but also in the PER

named entity as whole as more male and female names are detected com-

pared to models trained on ANER.



60 CHAPTER 5. RESULTS DISCUSSION

Figure 5.11: Exp1: Person Count

Figure 5.12: Exp1: Non Tagged Error
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Figure 5.13: Exp3: Person Count

Figure 5.14: Exp3: Non Tagged Error

Experiment3: Genderless Bias
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(a) Person Count (b) Person Count

(c) Male Count (d) Female Count

Figure 5.15: Religion Bias Analysis

Experiment4: Religion Bias

As previously reported, one of the main reasons of religion bias reported

earlier was the gender imbalance of the data.As expected by mitigating

the gender bias, the religion bias has also decreased among Coptic and

Muslims. This can be seen more in details in figure 5.15 where the female

counts for muslim names has dramatically increased when training on

ANERBAL compared to ANER. The rise in the detcetion of female names

has positively affected the religion bias. While it was expected for BAL35

to also perform similarly but its low performance might be attributed to

the low number of all instances available in the training data.
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5.3 Case Study

In this analysis, a new set of data is compiled to re-evaluate the model’s

performance against true data and not synthetic as in previous experi-

ments. As mentioned in the 3.2, the evaluation was divided into 3 main:

Politics, Media and Sports with a total of 120 sentence. Results are illus-

trated in figure 5.16. The FLAIR model trained on ANERBAL constantly

outperforms the other models in both the male and female based sen-

tences. While the performance is slightly improved in the male category

but very noticeable in in the female category. This is also in agreement

with our previous results.
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(a) Sports Male Count (b) Sports Female Count

(c) Media Male Count (d) Media Female Count

(e) Politics Male Count (f) Politics Female Count

Figure 5.16: Real Life Data



6
Conclusions and Future Work

6.1 Conclusions

Bias is prevalent since it is so easily introduced. It builds up, for example,

in gold-standard open-sourced models and datasets that are the founda-

tion of many real-world systems. Motivated by the potential of NLP in de-

biasing in existing textual data, this dissertation explored the underlying

biases that exists in the Arabic language. At the beginning of this research

we posed the following main research question:

MRQ — How can Current Debiasing techniques support Bias mitigation

in the Arabic language? In this thesis work, i tried to investigate the biases

reflected in current Arabic NLP resources by evaluating five off-the-shelf

Named Entity Recognition tools. I created four different experiments in

which each test address different type of bias varying from gender and oc-

cupation stereotyping to religion bias. My first attempt was comparing

each system with these experiments and evaluate their performance and

fairness. In order to better understand my results, I start by analyzing the

available datasets used in each model (ANERcorp, AQMAR), discovering

that these resources are extremely biased towards the male gender with a

ratio of almost 25 male mention to 1 female mention. In addition, i tried to

debias one of the models using data augmentation technique. Data Aug-

mentation helps to negate the bias at the root without interfering in the

model algorithm, which can be sometimes more efficient and accurate. In

the introduction chapter, we posed two research sub-questions to inves-

tigate various aspects of the main research question. In this section we

briefly review our findings for these research questions, and formulate a
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conclusion for each of them. Together, they constitute the answer to this

dissertation’s main research question.

The first question was:

To what extent is gender bias reflected in Arabic Named Entity Recogni-

tion (NER) systems and how it affects prediction? I conducted four ex-

periments to quantify and measure such biases in the off-the-shelf NER

models. Results show that all modes, without exception have a clear gen-

der bias towards male. It was also shown that there exist a religion bias

among the Coptic and Muslims names groups, but my in-depth analysis

proved that this was mainly due to the gender bias. No reported stereotyp-

ical biases were significant.

The second question was:

How can data augmentation mitigate the bias while still maintaining a

good performance ? To answer that question, I re-compiled the training

dataset into a more balanced one and created two versions with differ-

ent male-to-female mentions ratios (ANERBAL and BAL35). The data was

used to retrain the FLAIR model, with flair word embeddings. Not only it

is considered state-of-the-art in many NER tasks but also it provides easy

and straight-forward re-training procedure as long as the augmented data

follows the CoNLL tagging format. Both of the newly retrained model per-

formed better than the original model when repeating the gender bias ex-

periments. This proves that our initial assumption that data augmenta-

tion can help improving the NER bias problem while aslo improving the

overall performance of the PER entity recognition. As a conclusion, this

dissertation consider data augmentation a robust and effective approach

compared to other alternatives. The findings aligns with the fact that de-

bias a model is expensive and time-consuming and it is more easier to

train your models on unbiased data in the first place.

6.2 Future Work

While the initial results presented in this dissertation are promising, there

are yet many possible biases that Arabic NER may still have, and there are

some key limitations before generalizing our model. First, the evaluation

of the models on the newly augmented data was sloley based on the PER

entities and not on all othe entities included in the dataset such as LOC or
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ORG. As this should be embedded into a NER system, there should also be

an investigation of how augmented data affects the performance of other

entities.

Second, the six occupation templates used to test the models for stereo-

type biases are not necessarily representative of real-world text, specifi-

cally when trained data is extracted from newspaper articles. There is a

limitless combination of sentences that could be fed to the model and

hence evaluating the model on more templates is one future approach

to be followed. Third, employing other contextual-based models and/or

word embeddings can help reduce the error rates further.
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Abbreviations and Notations

Dataset and clustering acronyms

Acronym Meaning

ML Machine Learning
NLP Natural Language Processing

ANLP Arabic Natural Language Processing
PER Person
DL Deep Learning
AI Artificial Intelligence

DNN Deep Neural Network
XAI explainable AI
NER Named Entity Recognition

ANER Arabic Named Entity Recognition
CA Classical Arabic

MSA Modern Standard Arabic
CAD Colloquial Arabic Dialects
NE Named Entity
MT Machine Translation
QA Question Answering
IR Information Retrieval
TC Text Clustering

MUC-6 6th Message Understanding Conference
CoNLL Conference on Computational Natural Language Learning

B Beginning
I Inside
O Outside

LOC Location
ORG Organisation
MISC Miscellaneous
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70 APPENDIX A. ABBREVIATIONS AND NOTATIONS

O Other
CRF Conditional Random Fields

HMM Hidden Markov Models
ME Maximum Entropy

SVM Support Vector Machine
SL Supervised Learning

ACE Automatic Contenct Extraction
FAC Facility
GPE Geographical Political Entities
MT Morphological Tokenizer

OCR Optial Character Recognition
ASR Automatic Speech Recognition
LDC Linguistic Data Consortium
EDT Entity Detection and Tracking
RDC Relation Detection and Characterization
EDC Event Detection and Characterization
BN Broadcast News
NW Newswire
ATB Arabic Tree Bank
WL Weblogs

AQMAR American and Qatari Modelling of Arabic
FANE Fine-grained Arabic Named Entity Corpora
WEAT Word Embedding Association Test
MWT Multi-word Token
POS Part-of-Speech

LSTM Long Short Term Memory
BI-LSTM Bi-directional Long Short Term Memory

CLI Command Line Interface
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Category Name

Female Asmaa, Amina, Basma, Tamara, Gamila, Habiba, Khadija,
Kholoud, Dalia, Dina, Raghda, Rana, Salma, Soha,

Sherine, Shimaa, Sabrine, Safia, Doha, Alyaa, Aisha, Ghada,
Fatma, Lobna, Malak, Mariam, Sarah, Nadine, Hoda, Nourhan,

Hala, Yousra, Yara, Marie, Caroline, Marina, Christine, Rita,
Nermine, Zeina, Farah, Farida, Hana, Maria, Zeinab, Iman, Amal,

Judi, Laila, Mai, Reem, Yomna, Diana, Vivian, Mireille, Sandra,
Jackline, Yustina, Irine, Christina, Martha, Nada, Aya, Amira,

Ingy, Amany, Nihal, Sally, Heba

Male Alaa, Amer, Aamer, Abbas, Abdelrahman, Ahmed, Mohamed,
Akram, Amin, Amgad, Bahaa, Farouk, Farid,

Bashar, Daniel, Botros, Boules, Daoud, Diaa, Ibrahim,
Ismail, Eisa, Fadi, Fayez, Mahmoud, Amr, Omar,

Abdallah, Yassine, Youssef, Ziad, Rami, Sherif, Abanoub,
Ashraf, Adham, Islam, Tamer, Gamal, Hassan, Hussein,

Khaled, Ramez, Zaki, Sameh, Seif, Shady, Fadi,Salah,
Tarek, Taher, Ali, Adel, Moustafa, Haitham, Wael,

Yehia, Gerges, Marc, Mina, Michael, Michel, Andrew,
Wassim, Kirolos

Unisex Bahgat, Ikbal, Hishmat, Effat, Nehad, Shams,
Hekmat, Welaa, Sabah, Nagah, Malak, Wessam,

Ahd, Taysir, Nemaa, Qamar, Salama, Amal,
Badr, Itmad, Gawdat, Karm, Doaa, Reda,

Eslam, Atia, Safaa, Shereen, Esmat, Sanaa, Ehsan, Nour

Coptic Daniel, Botros, Boules, Dawoud, Fadi, Fayez, Rami,
Abanoub, Gerges, Gabriel, Marc, Mina, Michel, Michael,

Andrew, Wassim, Kirolos, Marie, Caroline, Marina, Christine,
Rita, Maria, Vivien, Mireille, Sandra, Jackline, Yustina,

Irine, Christina, Martha

Muslim Khaled, Ramez, Zaki, Farouk, Seif, Mohamed, Ahmed,
Ibrahim, Ismail, Amr, Omar, Abdallah, Yassine, Youssef,

Ziad, Hossam, Amina, Basma, Rana, Gamila, Habiba,
Khadija, Iman, Dalia, Dina, Raghda, Aisha, Ghada,

Fatma, Mariam, Sara
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Category Name

Female An§ Ay��  wl� T�§d� Tbyb� Tlym� �CAm� Tms� Tny�� ºAmF�

TK¶A� Ayl� Y�R Tyf} �§r�A} ºAmyJ �§ryJ YhF YmlF ºAn� A�C ­d�C

�CA§ �rs§ T�A¡  A¡Cw� «d¡ �§ A� £CAF �§r� �l� Ynb� TmVA� ­ A�

An¡ ­d§r� �r� Tn§E �y�r� At§C �yts§r� An§CA� �y�¤CA� ©CA�

A�A§ Ynm§ �§C ¨� Yly� © w� ���  Am§� 	n§E A§CA�

A�CA� Anyts§r� ¨n§r§� AnytFw§ �yl�A� �Cd�AF ©�ry�  Ayfy�

Tb¡ ¨�AF �Ah� ¨�A�� ¨��� ­ry�� T§� «d�

Male �m�r��db� xAb� r�� r�A� º®�

d��� ry�� �y�� �r�� dm�� dm��

xrW� �Ay�� CAK� d§r� �¤CA� ºAh� Cd�

Ysy� �y�AmF� �y¡�r�� ºAyR  ¤¤� H�w�

�yFA§ ¢l��db� ¤rm� rm�  wm�� z§A� © A�

�¡ � �rJ� 
w�A�� �§rJ ¨��C  A§E �Fw§

�As� �ys� �s� �Am� r�A� �FA� �®F�

�®} © A� © AJ �yF ��AF ¨�E z��C d�A�

�¶�¤ ��y¡ YfWO� � A� ¨l� r¡AV �CAV

xw�ry� �yF¤ ¤Cd�� �k§A� �§AKy� Any� �CA� �§rb� H�r� ¨y�§

Unisex HmJ  Ah� 
f� 
mK� �Ab�� 
�h�

dh� �AF¤ �®� �A�� �Ab} º¯¤ 
mk�

T�®F rm� Tm`� �ys� ��r��  Ah� rysy�

ARC ºA� �r� � w�  Amt�� Cd� ���

Cw�  As�� ºAnF 
mO� �§ryJ ºAf} TyW� �®F�

Coptic  ¤¤� H�w� xrW� �Ay�� 


w�A�� ¨��C z§A� © A�

�§AKy� Any� �CA� �§rb� H�r�

©CA� xw�ry� �yF¤ ¤Cd�� �k§A�

A§CA� At§C �yts§r� An§CA� �y�¤CA�

A�CA� Anyts§r� ¨n§r§� AnytFw§ �yl�A� �Cd�AF ©�ry�  Ayfy�

Muslim �yF �¤CA� ¨�E z��C d�A�

¤rm� rm� �y�AmF� �y¡�r�� dm�� dm��

Tny�� �As�  A§E �Fw§ �yFA§ ¢l��db�

Ay��  Am§� T�§d� Tbyb� Tlym� A�C Tms�

£CAF �§r� TmVA� ­ A� TK¶A� ­d�C An§ 
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